TRADE AND R&D SPILLOVER EFFECTS: IMPLICATIONS FOR FIRM LEVEL ANALYSIS IN THE AGRICULTURAL SECTOR

by

David Skully and Manitra A. Rakotoarisoa

Food and Agriculture Organization of the United Nations
# Contents

## Introduction

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction</td>
<td>1</td>
</tr>
<tr>
<td>Part I: R&amp;D Spillovers: Macro-level Analysis</td>
<td>2</td>
</tr>
<tr>
<td>Introduction</td>
<td>2</td>
</tr>
<tr>
<td>TFP – total factor productivity and growth theory</td>
<td>3</td>
</tr>
<tr>
<td>Knowledge, innovation and R&amp;D spillovers</td>
<td>5</td>
</tr>
<tr>
<td>Endogenous growth theory</td>
<td>6</td>
</tr>
<tr>
<td>Measuring R&amp;D and R&amp;D spillovers</td>
<td>9</td>
</tr>
<tr>
<td>Conclusion Part I</td>
<td>12</td>
</tr>
</tbody>
</table>

## Part II: R&D Spillovers: Micro-level Analysis

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction</td>
<td>14</td>
</tr>
<tr>
<td>Micro-level analysis of productivity</td>
<td>15</td>
</tr>
<tr>
<td>Heterogeneous firm dynamics: empirical methods</td>
<td>17</td>
</tr>
<tr>
<td>Heterogeneous trading firm dynamics</td>
<td>20</td>
</tr>
<tr>
<td>Selection, learning and innovation at the industrial and national level</td>
<td>21</td>
</tr>
<tr>
<td>Heterogeneous trading firms and related-party trade</td>
<td>26</td>
</tr>
<tr>
<td>Conclusion Part II</td>
<td>27</td>
</tr>
</tbody>
</table>

## Part III: Conclusions and Implications for Future Research and Agricultural Trade

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conclusion and implications for future research and agricultural trade</td>
<td>28</td>
</tr>
</tbody>
</table>

## Appendix A: Measuring Stocks of Knowledge

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appendix A: Measuring Stocks of Knowledge</td>
<td>31</td>
</tr>
</tbody>
</table>

## Appendix B: Grossman and Helpman on Weighting International Information Flows

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appendix B: Grossman and Helpman on Weighting International Information Flows</td>
<td>32</td>
</tr>
</tbody>
</table>

## Bibliography

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bibliography</td>
<td>33</td>
</tr>
</tbody>
</table>
ACKNOWLEDGEMENTS

This paper is part of the series of EST/FAO studies on “Analysis of the Size and Distribution of Trade Impacts on Agro-Trading Firms and Industries”, funded by the Government of Australia under the Project MTF/GLO/356/AUL. The authors thank Jamie Morrison and Ramesh Sharma for initiating the projects. Technical support from Rita DiIorio is gratefully acknowledged. Comments and suggestions can be sent to david.skully@gmail.com and manitra.rakotoarisoa@fao.org.
INTRODUCTION

This paper provides a critical review of the economic literature on the relationship between international trade and research-and-development (R&D) spillovers with the aim of finding ways to track the spillover effects of agricultural trade at firm and industry levels. The term R&D spillover refers to the spread or diffusion of knowledge between countries, industries, or firms. New technological and managerial information can be used by firms to increase efficiency, which leads to improved aggregate income and welfare. Innovation and the application of knowledge is the central engine of economic growth in both the growth theory of the 1950s and 1960s and in endogenous growth theory, which emerged in the late 1980s.

The first part of the paper focuses on the empirical macro-level analysis of international R&D spillovers, in which the country is the unit of analysis. The key relationship is between macro-level productivity and R&D, domestic and foreign. The central question is whether and how international trade causes or influences macro-level productivity growth through international R&D spillovers. The discussion opens with a description of the seminal empirical analysis, Coe and Helpman (1995). Subsequent sections provide the larger theoretical context (growth theory) and discuss the measurement of the key variables: total factor productivity, the stock of R&D capital and estimating spillovers. The first part of the paper concludes with an assessment of the research to date. The assessment is that although the empirical evidence is consistent with the existence of trade-related R&D spillovers hypothesized by endogenous growth theory, the macro-level data do not provide sufficient information to determine how R&D spillovers occur. Because of the limitations of macro-level data, in the last 10 years economists have turned to the construction of micro-level data and the application of micro-level statistical methods to investigate how trade influences productivity.

The second part of the paper turns to the micro-level analysis of productivity change where the individual firm is the unit of analysis. It focuses on heterogeneous-firm models of international trade. The starting point of this literature is the fact that firms differ: they have different productivity levels. This is contrary to the macro-analytical assumption that the economy is composed of multiple representative firms that are homogeneous in equilibrium. Firm-level analysis reveals that relatively few firms engage in international trade; and those that do tend to be larger and more productive than the average firm. Similarly, relatively few firms engage in R&D, and those that do are typically large and highly productive. A central empirical question is whether engaging in international trade causes firms to become more productive. The literature finds some evidence that engaging in trade leads to higher firm productivity through “learning effects” both post pre-trade and post-trade. But the preponderance of evidence is for “selection effects”: high-productivity firms choose or self-select to engage in international trade. Trade is correlated with productivity growth, but the causal chain is primarily through trade inducing heightened competition and market selection; that is, by less productive firms exiting the market and the reallocation of resources among surviving and entering firms. Thus, the potential contribution of international R&D spillovers is greatly diminished when the trade-productivity relationship is examined at the firm level.

The third part of the paper summarizes the review and discussion, and anticipates some implications for future research. The application of the theory underlying the R&D spillovers of international trade in the agriculture sector in developing countries has remained puzzling. This review explores ways to assess the R&D spillovers of trade at sector and firm levels and contributes to the analysis of the size and impact of agricultural trade at firm and industry levels in developing countries.
PART I: R&D SPILLOVERS: MACRO-LEVEL ANALYSIS

Introduction

The 1980s witnessed two related innovations in economic theory. First, new trade theory emerged at the beginning of the 1980s. It introduced concepts from industrial organization into traditional trade theory; imperfect or monopolistic competition and scale economies play a central role. Second, building on the insights of new trade theory, new or endogenous growth theory emerged toward the end of the 1980s. Monopolistic competition is also central to endogenous growth theory: it provides a coherent incentive for innovative activity, commonly measured as R&D (research and development). Grossman and Helpman’s (1991) book, *Innovation and Growth in the Global Economy*, is a synthesis of new trade theory and new growth theory; it remains the canonical text, although subsequent empirical research has induced some changes in theory.

One of the first empirical tests of the many propositions derived by Grossman and Helpman (1991) is a paper by Coe and Helpman (1995), “International R&D Spillovers.” The hypothesis is that technological knowledge, measured as R&D, developed in one country spills over to other countries. The spill-in of knowledge can result in increased productivity and growth in the recipient country. Coe and Helpman (1995) test two related hypotheses: first, whether such R&D spillovers exist and second, whether R&D spillovers are positively related to trade. They estimate the following equations for a cointegrated panel of 22 developed countries for the years 1971-1990.  

\[
[1] \quad TFP_i = \beta_i + \beta_i^D (R&D_{domestic}) + \beta_i^F (R&D_{foreign}) + \epsilon_i
\]

\[
[2] \quad TFP_i = \beta_i + \beta_i^D (R&D_{domestic}) + \beta_i^m (m_i \cdot R&D_{foreign}) + \epsilon_i
\]

The first equation expresses a country’s total factor productivity (in a given year, time subscripts are suppressed) as a function of the country’s own (domestic) stock of R&D capital and the combined stocks of R&D capital of the other 21 (foreign) countries. The coefficients for these two variables are found to be positive and significant. The former is consistent with a country’s own R&D contributing to its TFP growth; the latter is consistent with the existence of international R&D spillovers.

The second equation multiplies the foreign R&D term by $m_i$, the country’s imports of goods and services as a proportion of its gross domestic product; this is a measure of a country’s import intensity. The coefficients for both variables are found to be positive and significant. For the import-intensity-weighted foreign-R&D variable, this finding is consistent with the hypothesis that there is a positive relationship between trade, measured as import intensity, and international R&D spill-ins.

The next several sections are devoted to de-constructing Coe and Helpman (1995) and placing the paper in its larger theoretical context; in particular, explaining why R&D spillovers are important in endogenous growth theory. Also discussed are problems in measuring the variables in the equations above: total factor productivity, stocks of knowledge or R&D capital, and the empirical representation of R&D spillovers.

---

1. The paper also includes other specifications. Note: variables in the estimation equations are in logarithms.
Total factor productivity (TFP) occupies a central place in economic growth theory. Productivity is a measure of the relative efficiency of a production system. The concept is simple: one calculates the ratio of output to input. A higher ratio (more output per input) indicates greater efficiency or higher productivity. Total factor productivity (sometimes called multi-factor productivity) measures the combined productivity of all factors of production: capital, labour, energy, and materials.¹

The figure above illustrates the relationship between growth and TFP. It plots output (y) as a function of all inputs (x); everything is in per capita terms. Suppose point A represents an economy at time zero and that several years later its output increases to the level of points C, S, G, and B. There are numerous growth paths; consider the two extreme cases. The path from A to B represents growth solely through factor accumulation. Current savings are invested in capital and education. More inputs yield more output, but there is no TFP growth: the ratio of y to x is unchanged. The path from A to C is pure TFP growth. Inputs are constant, but output increases from A to C: all growth comes from the increase in the ratio of y to x; the economy combined inputs more efficiently. Solow (1957) analyzed the contributions of factor accumulation and TFP for the US economy from 1909 to 1949. He concluded that TFP growth accounted for seven-eighths of the observed growth in per capita output; factor accumulation accounted for one-eighth. This path would run from A to point S in the figure.

Solow, modeling the economy as if it were a single production unit, used a Cobb-Douglas production function restricted to have constant returns to scale (the sum of βk and βl equals one in equation [3]). Any growth in output not stemming from increases in capital or labour is attributed to changes in ‘A’, representing a change in the efficiency with which factors are combined. Solow referred to changes in ‘A’ as technological change and asserted that productivity growth is technological and finds its origin in innovative activity or R&D.

\[
\begin{align*}
[3] \quad Y_t &= A_t K_t^{\beta_k} L_t^{\beta_l} \\
[4] \quad y_t &= \beta_0 + \beta_k k_t + \beta_l l_t + \epsilon_t \\
[5] \quad tf p_t &= \ln(A_t) = \beta_0 + \epsilon_t = y_t - \beta_k k_t - \beta_l l_t
\end{align*}
\]

TFP growth is, in fact, a residual: it represents everything that is not measured as input growth (see equations [4 & 5]). If factors are not quality-adjusted or if they are not valued properly (e.g., if observed

¹ TFP is preferred to single-factor measures, such as labour productivity because single-factor productivity varies with the use of other inputs. For example, labour productivity may be raised by more intensive use of capital.
factor prices do not equal marginal products) then TFP measurement will be biased. In the Cobb-Douglas construction, the benefits of increased ‘A’ are distributed proportionately across all factors in the economy. This is not how technological change manifests itself in the economy. Solow (1960, 1962) proposed the concept of ‘vintage capital’ to represent the stylized fact that new model capital equipment is more productive than earlier vintages. But heterogeneous capital proved difficult to reconcile with an aggregate production function; the concept went dormant and was revived in the 1980s in the micro-level research discussed in the second part of this paper.

There is a tension between accounting for productivity and explaining productivity. Growth accounting is intimately related to national income accounting; without national income accounting data it is impossible to measure macro-level productivity. Economists concerned with national income accounts are appropriately obsessed with proper measurement of inputs and outputs: accounts must balance: something does not come from nothing. A persistent problem is properly accounting for changes in the quality and variety of inputs and outputs. Solow’s (1957) estimates were not based on quality-adjusted input or outputs; Solow considered quality improvements to be a form of technical change.

Griliches (1963) identified several potential sources of error in aggregate TFP measurement. Equation [6] expresses TFP growth in terms of growth rates; $s$ represents the factor share of capital, and $(1 - s)$ the factor share of labour. The sources of error are: the quantity and quality of labour ($l$); the quantity and quality of capital services ($k$); the relative factor share ($s$) measure; unmeasured inputs; and economies of scale.

\[ tfp = y - sk - (1 - s)l \]

Jorgenson and Griliches (1969, 1972) acted on Griliches’ diagnosis. Adjusting inputs and outputs for changes in quality and factor-utilization and depreciation rates, they found that at least 70 percent of measured U.S. output growth could be attributed to factor accumulation. These adjustments shift the growth path rightward to point $G$ in the figure. Jorgenson and Griliches emphasized that attributing growth to measured changes in input quality does not explain how or why the changes in quality occurred. But it clarifies the task of explaining growth because it distinguishes between measured contributions to growth and unmeasured contributions. They argued that only the latter, unmeasured (or immeasurable) elements belong in the productivity residual.

Debates over whether and how to adjust inputs for quality changes continue. For example, the information and communication technologies (ICT) sector is R&D intensive and exhibits large annual quality improvements. The average $1000 2012$ laptop computer is over 100,000 times more powerful than the mainframe computers of the early 1960s, which cost more than $10$-million 2012 dollars. If the exponential decline in computing costs is not factored into the measure of ICT capital, then ICT capital is understated and the productivity residual is erroneously increased. Despite efforts to harmonize national income accounting systems, OECD countries still differ in methods of quality adjustment for national income accounts. For the 1990s, the U.S. ICT deflator averaged -20 percent annually, the U.K. deflator was -13 percent and for Germany, -8 percent. ICT prices are global: they differ little between

---

3 That is, $k$ is the growth rate of capital, etc. This equation assumes constant returns to scale and no other productive factors than capital and labour.

4 Griliches’ (1963) notion of economies of scale is discussed in part II of this paper.
countries; differences in ITC deflators result in enormous cumulative differences in measured factor accumulation. Thus, national differences in accounting methods contribute to differences in reported productivity residuals. Similarly, differences in tax systems can bias measured factors shares. In sum, the productivity residual, besides being the repository of measurement errors, also contains essentially arbitrary information resulting from different national fiscal and accounting conventions. Even among OECD member nations TFP comparisons are fragile; and data quality tends to be more problematic outside the OECD.

Jorgenson has continued research on TFP measurement; Jorgenson and Vu (2011), for example, calculate a variant of equation [6] that includes factor quality and quantity and distinguishes between IT (information technology) capital and other capital for 122 countries. Better growth accounting and factor measurement reduces the productivity residual: Jorgenson and Vu find that input growth (factor accumulation) is by far the most important determinant of economic growth: the share contributed by TFP varies from country to country and period to period but it generally accounts for between 15 and 20 percent of growth. This is almost the exact complement of Solow’s initial calculations that TFP accounts for over 85 percent of growth.

Although significant advances have been made in the conceptualization and measurement of TFP, our measurements, particularly at the aggregate level, lack precision; this limits their value in econometric analysis. Independent of the challenge of measuring TFP and quality changes in inputs and outputs is the challenge of explaining why change occurs. In the Solow growth model “technical change” is exogenous: it is caused by forces external to the economy. The problem for what is now called “exogenous” growth theory (the growth theory of the 1950s and 1960s) was to devise an aggregate-level economic theory of innovation, thus making “technical change” endogenous.

Knowledge, innovation and R&D spillovers

There was considerable economic research at the micro-level on the economics of innovation and inventive effort in the 1950s, but Arrow (1962) is regarded as the seminal contribution. Arrow identified the central problem in the economics of innovation: innovation is the generation of new information and information differs from most private goods in that it is indivisible, non-rival, and generally non-excludable. The table below reproduces the two-by-two typology of goods found in most economics textbooks. Inventions and innovations fall into the lower-right cell with public goods.

<table>
<thead>
<tr>
<th>Excludable</th>
<th>Non-excludable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rival</td>
<td>Private goods</td>
</tr>
<tr>
<td>Non-Rival</td>
<td>Club Goods</td>
</tr>
<tr>
<td></td>
<td>Public goods</td>
</tr>
</tbody>
</table>

There is a cost of innovation to the innovator, but once a product is innovated, the cost of transmitting the new idea is approximately zero. And information, once transmitted, cannot be returned: it is difficult to “un-know” something once it is known, particularly if the information is useful or valuable. Because innovators cannot fully appropriate the gains from their efforts, Arrow argued that competitive market economies under-invest in innovative activity. This provides an argument for public support for basic (scientific) research. Patents, trademarks, licensing and trade secrecy are means and protecting creating property rights in information and preserving incentives for private innovation: there are institutional

---

means of making innovations quasi-excludable. Also, even if information is free, it is not costless to interpret and put into use: reverse engineering and imitation require skills, effort and financing; some absorptive capacity is necessary. Private innovative activity can lead to aggregate productivity because adopting a new innovation costs less and is a less uncertain investment than the initial innovation. Innovation by one firm can result in positive externalities for other firms. Thus, Romer (1990: S72):

> Once the cost of creating a new set of instructions has been incurred, the instructions can be used over and over again at no additional cost. Developing new and better instructions is equivalent to incurring a fixed cost. This property is taken to be the defining characteristic of technology.

Research on the economics of innovation and R&D expanded in the 1960s and 1970s. Griliches and his students at Harvard and collaborators through NBER were central to this research program. Griliches (1979) modified the Solow model, rewriting equation [3] as:

\[ Y_{it} = A_t X_{it}^{(1-\beta)} R_{it}^{\beta} S_{it}^\gamma \]

In [7], for the i-th firm in an industry, the variable \( X \) represents all conventional inputs (capital and labour, properly measured and quality-adjusted); \( R \) represents the stock of R&D knowledge produced by the firm; and \( S \) represents the stock of ‘outside’ knowledge that the firm can draw upon, specifically, the R&D produced by other firms in the industry. Griliches imposed constant returns to scale on the firm’s own inputs (\( X \) and \( R \)) to emphasize that the knowledge spill-in of \( S \) can result in increasing returns. The summation of R&D in the industry, by construction, equals \( S \); and the industry production function can be written as [8]:

\[ Y_t = A_t X_t^{(1-\beta)} S_t^{\beta+\gamma} \]

This yields “an aggregate production function with the coefficient of aggregate knowledge capital being higher (\( \beta + \gamma \)) than at the micro level (\( \beta \) only), since at the aggregate level it reflects not only the private but also the social returns to research and development.” (Griliches (1979[1998:29])) Thus the R&D spillover was well-defined by 1979. The means of appropriating R&D had been investigated by Levin et al. (1987) and Levin and Reiss (1988) but a consistent incentive mechanism for undertaking R&D was still missing.

**Endogenous growth theory**

The key to endogenizing innovation in growth theory was the revival of Chamberlin’s concept of monopolistic competition by Spence (1976) and Dixit and Stiglitz (1977). Dixit and Stiglitz devised a model of consumer demand for variety: it provided an elegant mathematical representation of the proliferation of similar yet distinct branded products (e.g., shampoos, breakfast cereals, running shoes).

---

6 Much of this work is collected in Griliches (ed.) (1984) and (1998); Terleckyj (1974) and Mansfield et al. (1977) are important contributions from this period.

7 Griliches continues, setting out the research program that is now being realized: “The above formula provides a framework for reconciling micro and macro results in this area. Of course, this formula is rather simplistic and is based on a whole string of untenable assumptions, the major ones being: the assumption of constant returns to scale with respect to \( X \) and \( R \), and the assumption of common factor prices for all firms within an industry. These assumptions could be relaxed. This would add a number of “mix terms to the equation, indicating how aggregate productivity would shift if the share of, say, the larger firms, were to increase (as in the case of economies of scale).”
In their model, a firm developing a new variety can expect to recoup its costs and earn a reasonable profit from the premium charged to consumers. Such markets are not perfectly competitive; rather, each firm producing a distinct product enjoys a limited monopoly; thus, monopolistic competition.

New applications of their model were quickly realized. Krugman, Brander, Lancaster and Ethier (among others) employed the model to explain the existence of intra-industry trade, which had been an annoying anomaly in modern trade theory. Krugman (1979, 1980) showed the link between variety and scale economies. Ethier (1982) applied the demand for variety model to trade in intermediate inputs: when firms have a longer menu of inputs to choose from they have a greater chance of realizing productivity-improving input combinations; thus trade in intermediate goods is a potential source of TFP growth.

In the mid-1980s Romer (1986) and Lucas (1988) reignited interest in growth theory. Using competitive-market assumptions, both authors proposed a source of positive aggregate growth externalities. Lucas’s model is based on externalities from increases in human capital; Romer’s model is based on externalities from increases in the stock of knowledge. The conceptual synthesis came with Romer’s (1990) article, “Endogenous Technical Change”, which synthesized growth theory and monopolistic competition.

First, nonrival goods can be accumulated without bound on a per capita basis, whereas a piece of human capital such as the ability to add cannot. Each person has only a finite number of years that can be spent acquiring skills. When this person dies, the skills are lost, but any nonrival good this person produces … lives on after the person is gone. Second, treating knowledge as a nonrival good makes it possible to talk sensibly about knowledge spillovers, that is, incomplete excludability. These two features of knowledge—unbounded growth and incomplete appropriability—are features that are generally recognized as being relevant for the theory of growth.

Endogenous growth models explicitly include knowledge, a nonrival input, in the aggregate production function of the economy. This relaxes the constant-returns-to-scale assumptions of Solow (exogenous) growth theory: the aggregate economy exhibits increasing returns to scale. Endogenous growth models have three sectors: the core is a monopolistic-competitive durable inputs sector that makes inputs that are used to make consumer goods by a competitive consumer goods sector (the second sector). The third sector is the competitive R&D sector; it is hired to design new technologies for the durable inputs sector. The monopolistic premiums earned by durable input producers provide the funds (and incentive) for contracting R&D work.

There are two variants of endogenous growth models – horizontal and vertical - based on the assumptions made about the innovation process. Horizontal models, such as Romer’s, are based on Dixit-Stiglitz assumptions about product variety: innovation results in additional products that are used

---


9 Economies of scale are a potential source of TFP growth but one excluded by the constant returns to scale assumption of Cobb-Douglas aggregate production functions used in growth theory.

10 Romer (1990: S75).

11 Formally: let A be nonrival inputs and X be rival inputs, then \( F(A, \lambda X) = \lambda F(A, X) \) and \( F(\lambda A, \lambda X) > \lambda F(A, X) \); the production function \( F(\bullet) \) is not homogeneous of degree one: it exhibits increasing returns to scale. Romer (1990:S76)
in combination with existing products. An increasing number of products and an increasing stock of knowledge give rise to increasing growth externalities. Vertical models are based on a revival of Schumpeter’s concept of creative destruction: innovations result in higher-quality products or processes that render earlier products and processes obsolete. In contrast to horizontal models where the key variable is the number or quantity of product varieties, the key variable in vertical models is the average quality of products and processes. Vertical and horizontal models are formally parsimonious: they represent the endogenous innovation in an aggregate model with two parameters: one for the degree of monopolistic competition and the other for stock of innovation, measured vertically or horizontally, respectively.

In both models, agents invest resources to acquire the exclusive ability to manufacture a new product. Moreover, the R&D activity generates inappropiate spillovers in both cases. In the variety-based growth model, the R&D externality is quite explicit. Each completed product development project lowers the cost of later R&D efforts. In the quality-based model, the externality is implicit. When one improvement project succeeds, other researchers can quit their efforts to achieve that same innovation and begin to work on the next improvement. In both instances we have assumed that by observing the results from one innovative success, researchers can learn scientific and engineering facts that are useful in their own research endeavours.

The rate of growth of the stock of knowledge is the critical variable in the model. Here is Romer’s (1990: S83) explanation of the innovation process driving the model.

If the researcher possesses an amount of human capital $H_j$ and has access to a portion $A_j$ of the stock of knowledge implicit in previous designs, the rate of production of new designs by researcher $j$ will be $\delta H_j A_j$, where $\delta$ is a productivity parameter.

At the aggregate level, the rate of growth in $A$ is the summation over all $H_j$ engaged in R&D: $\delta HA$. That higher knowledge growth follows from more human capital employed in R&D is no surprise; what is novel is that a larger stock of knowledge, $A$, results in a higher rate of growth in $A$. Again, Romer (1990: S84):

Linearity in $A$ is what makes unbounded growth possible, and in this sense, unbounded growth is more like an assumption than a result of the model. … Whether opportunities in research are actually petering out, or will eventually do so, is an empirical question that this kind of theory cannot resolve. The specification here, in which unbounded growth at a constant rate is feasible, was chosen because there is no evidence from recent history to support the belief that opportunities for research are diminishing.

Subsequent empirical research has tested this proposition and found that there is no evidence for the strong scale effects hypothesized by the initial wave of endogenous growth models. A second generation of “semi-endogenous” growth models that includes diminishing return to R&D has

---

12 Romer (1986, 1990) is the classic horizontal formulation. See also, Chapter 3 of Grossman and Helpman (1991a).

13 The initial formulations of the vertical model are Segerstrom, Anant and Dinopolous (1990), Aghion and Howitt (1992) and Chapter 4 of Grossman and Helpman (1991a).

developed in response; the research program continues but this goes beyond the topic of the current paper.  

**Measuring R&D and R&D spillovers**

Equation [9], adapted from Levin and Reiss (1988), builds on Griliches’ formulation [7] and helps to clarify the chain of empirical challenges in measuring R&D and R&D spillovers. The impact of R&D in a production function is determined by the firm’s own R&D (R), the R&D of all other firms (S), and the degree of non-excludability of all others’ R&D (β):

$$ [9] \quad R^a (\beta S)^\lambda \quad 0 \leq \beta \leq 1 $$

The more other firms keep innovations secret or otherwise inhibit appropriation the lower the proportion of S that can be appropriated; this is represented by a lower value of \( \beta \). This equation is a micro-level version of the Coe and Helpman (1995) equations discussed in the introduction. In the context of international R&D spillovers, the equation requires some elaboration. The coefficient \( \beta \) represents the proportion of S that could be appropriated by a given firm. The coefficient \( \lambda \) indicates how the stock of appropriable knowledge (\( \beta S \)) is utilized by the firm and realized as changes in cost reduction or TFP growth. In practice, it is difficult to measure the degree of non-excludability. Levin and Reiss (1988) had in-depth survey data with which to construct plausible micro-level measures of \( \beta \), but such data are an exception. Also, there are other factors that reduce the effective stock of S to a given firm.  

$$ [10] \quad R^a (\beta_1 \beta_2 \beta_3 \beta_4 S)^\lambda \quad 0 \leq \beta_1 \leq 1 $$

These factors are enumerated below following the spillover channel from source to spill-in destination. These factors can are formalized in [10] as a series of information or transmission filters, their joint product is the effective information available to spill-in to a recipient firm. The figure below illustrates the process and it organizes the discussion.

---

### Determining the relevant subset of knowledge

First consider S, the stock of knowledge: in principle the entire cumulative stock of human knowledge could be included in S; in practice one limits S to some relevant subset of all knowledge. Griliches (1998: 257ff) frames the problem as devising an appropriate weighting or distance function. For example, a firm producing paints is most likely to find the R&D of other
paint producers of greatest potential value; varnish and lacquer producers would also qualify as close neighbors; and the segments of the chemical industry engaged in dyes and solvents would also be highly relevant. Other chemical segments and fluid-processing engineering are likely of slightly less value; but they would merit a positive weight. R&D in microprocessors and pharmaceuticals would probably be of little value and could be imputed a weight of zero. Thus, the relevant pool of outside R&D for a firm or industry is a weighted summation of neighboring industries. These weights can have some empirical grounding (input-output tables, econometric studies) but they inevitably contain arbitrary elements and value judgments.¹⁷

The reported stock of R&D (how this is measured is discussed in Appendix A) is merely an indicator of the stock of knowledge. Much innovation occurs beyond what is officially reported as R&D. Of the factors that limit the transmission of the stock of knowledge, the first, the degree of non-excludability has been discussed above (Levin and Reiss).

**Contact and communication**

The second limiting factor is that there must be some way for a firm to be aware that the outside R&D exists; this involves contact and communication. The earliest applied work on technological spillovers occurred in the 1940s in the U.S. Corn Belt where farm-level data was abundant and technological change was rapid and observable. Ryan and Gross (1943, 1950), rural sociologists, observed that farm operators differed in their willingness to try or adopt new farming practices. Few would adopt immediately; a minority would adopt in the second or third season; the majority would adopt later; and a small remnant would never adopt. This pattern was observed across communities and innovations and led to a general model of the diffusion of innovation (Rogers 1962). The social status of the early adopters and their success or failure influenced the rate of diffusion in the community (Rogers and Beal 1958).

Griliches (1957) provided an economic explanation of the diffusion process for the adoption of hybrid corn. Hybrid corn was a break-through innovation, resulting in large yield increases and improving the effectiveness of mechanized harvesting equipment. The new technology (genetics) was embodied in hybrid seed. Because data on the area planted to hybrids and traditional corn were available at the micro level Griliches could track the spatial diffusion of hybrid corn. He could observe hybrids developed in Iowa spilling over into Nebraska and into Illinois, for example.¹⁸

In empirical work communication is represented by some indicator of the probability or flow of contact. For example, geographic distance is often used; this is the basis of gravity models, it is also the basis of agglomeration theory, an idea that dates back to Alfred Marshall and which was revived in the 1990s.¹⁹ Measures of the value of bilateral or unilateral trade capture similar information; this is the variable favored in the literature following from Coe and Helpman (1995).

---

¹⁷ The work following Coe and Helpman’s (1995) example uses only ‘business sector’ R&D; that is, they exclude public R&D. In agricultural economics, the convention is to include only agricultural R&D (public and private) although non-agricultural R&D obviously influences agricultural production: see, e.g., Alston (2002).


Human capital

There is enough evidence to give validity to the hypothesis that the ability to deal successfully with economic disequilibria is enhanced by education and that this ability is one of the major benefits of education accruing to people privately in a modernizing economy. - T.W. Schultz (1975: 843)

Human capital is the essential ingredient in innovation. Schultz, who invented the concept of human capital, viewed its primary economic function as the ability to adapt to change, to innovate and to learn. In Romer’s model of endogenous growth the R&D sector has one factor of production: human capital. The capacity of a country to generate domestic R&D depends directly on its accumulation of human capital, in particular human capital above a critical technical threshold. Human capital is the key variable in innovation diffusion models: it is positively related to access to information, social status, and the capacity to comprehend and utilize information. Nelson and Phelps (1966) made explicit the relationship between human capital and technology adoption. Benhabib and Spiegel (1994, 2005) empirically verify the importance of these two roles of human capital in determining a country’s TFP growth.

The fact that human capital influences growth through two channels, innovation and learning-adaptation, poses a conceptual problem for measuring R&D spillovers. The Griliches-Romer sense of an R&D spillover is limited to outside knowledge that is utilized in the formal R&D activities of firms and organizations. The goal of such R&D is the innovation of new products and inputs or improved production processes. Endogenous growth theory explicitly limits itself to formal R&D innovation; this is its source of TFP and its engine of growth. Learning beyond the walls of the R&D facility is embodied in the skill set of a particular person, which is rival-in-use (see Romer quotation above on page 8). Such learning is an augmentation of the stock of human capital and should be accounted as an increase in factor quality: it does not belong in the TFP residual. In practice, it is difficult to maintain this distinction; for example, Solow (1994: 177):

Bits of experience and conversation have suggested to me that it may be a mistake to think of R&D as the only ultimate source of growth in total factor productivity. I don’t doubt that it is the largest ultimate source. But there seems to be a lot of productivity improvement that originates in people and processes that are not usually connected with R&D.

One interpretation of Solow’s comment, consistent with the Griliches-Romer distinction, is that when non-R&D learning and adaptation results in new knowledge that is non-rival it may contribute to innovation and TFP growth; otherwise, when it is rival, it must be counted as an increase in human capital. The practical problem is that these distinctions are difficult to measure. In theory, an employee that spills-in outside knowledge and becomes more productive receives a proportionately higher wage (because wage equals marginal product in theory); the increased wage bill measures the increase in human capital and thus is not counted in the TFP residual. In practice, the increment in labour productivity is difficult for the employer to observe and individual wages are not so readily changed; very likely the increase in human capital is unmeasured or under-estimated and all or some of the increase is counted as TFP growth.

Although the role of human capital is universally recognized, there is less agreement over how best to measure and represent it at the aggregate level. The average years of schooling measure has intuitive appeal; but in practice there are national differences in reporting accuracy and school quality, which must be accounted for. Wößmann (2003) surveys the literature; Cohen and Soto (2007) advance an improved comparable measure of human capital, which includes differential mortality rates, an important factor that had been neglected.
Institutional context

The operating environment of the firm bounds its ability to utilize absorbed outside knowledge in production, procurement and distribution. Local and national customs, laws and regulations, for example, can inhibit or prohibit implementing innovations. The “new institutional economics,” advanced by Douglass North and Oliver Williamson in the 1970s and 1980s, has been incorporated into formal economic theory by younger economists. Daron Acemoglu is perhaps the one individual most responsible for this contemporary synthesis. Acemoglu argues that institutions, formal and informal, are key determinants of economic growth, primarily through their ability to encourage or inhibit the efficient allocation of factors. Barriers to matching factors of production with firms can trap resources in low-valued uses and limit the optimal division of labour. Thus the structure of legal systems, the efficiency of public administration and law enforcement, the level of inter-personal trust, and ethnic, racial, gender and age discrimination (formal or informal), among many other “non-economic” factors all influence the allocative efficiency of the economy.20

Legal systems, for example, vary in the rights provided to minority shareholders and to creditors. Common law systems provide more rights than civil law systems and this allows greater opportunities for corporations to raise capital (La Porta et al. 1999). Bloom and van Reenen (2007) find that countries with a tradition of primogeniture have a high proportion of inefficiently managed family-owned firms. If the executive candidate pool is limited to eldest sons or immediate blood relations the likelihood of recruiting a competent executive is greatly diminished. Similarly, employment protection laws can result in labour market rigidities that reduce the ability of firms to adapt to changing market conditions and reduce the likelihood of innovation (Saint-Paul 2002, OECD 2002b, Botero et al. 2004.)

Conclusion Part I

The empirical literature on trade-related R&D spillovers since Coe and Helpman (1995) has updated and expanded the database, improved the econometrics,21 and tested alternative weighting systems for foreign R&D stocks. It has also incorporated additional explanatory variables, reviewed in the previous section. In estimation, the basic equation of Coe and Helpman (1995) (equation [2] above) is augmented with additional variables; the basic specification is:

\[
\ln TFP_i = \beta_i^D + \beta_i^F (\ln S_d) + \beta_i^F (m_i \times \ln S_f^{-}) + \beta_i^H (\ln H_i) + \beta_i^Z (Z \times \ln S_f^{-}) + \epsilon_i
\]

Stocks of R&D are represented by S where the subscript indicates d – domestic and f – foreign. The superscript on the foreign R&D term indicates the weighting system used to aggregate the R&D stocks of country I’s trading partners into a single R&D stock value. As in the 1995 paper, \(S_f\) is interacted with \(m_i\), the ratio of imports to GDP. Human capital, represented by \(H\), is invariably positive and significant and is now a standard in empirical application.

The additional variables are usually interacted with foreign R&D stocks, represented in equation [11] by the variable \(Z\). The additional variables are indicators of institutional quality: the ease of

---

20 Acemoglu et al. (2001) is the breakthrough article in this area. Acemoglu et al. (2005) is an excellent literature survey. Recent contributions directly relevant to R&D spillovers include: Acemoglu et al. (2006) and Acemoglu et al. (2007). Helpman (2008) is an edited volume devoted to institutions and trade. Barbosa and Faria (2011) is a recent overview of the links between institutions and innovation. Braguinsky et al. (2011) is a timely study of the impact of restrictive firing laws in Portugal on the size distribution of firms and stagnant productivity growth.

21 For more on innovations in panel data econometrics see Hsiao (2003) or Baltagi (2008).
doing business as measured by the World Bank index; the quality of tertiary education; the strength of intellectual property rights; and the origins of the legal system. These measures are usually divided into high and low scores, or into high, average and low scores, and included as dummy variables. The variables are generally significant and in the directions suggested in the literature. The ease-of-doing-business term, for example, interacts positively and significantly with human capital; Coe et al. (2009) interpret this result to indicate that a more business-friendly environment, ceteris paribus, increases the capacity of human capital to realize R&D spillovers.

There are several rival weighting schemes for foreign R&D stocks. A bilateral-import weighting [12] is the most common form used in the literature for aggregating foreign R&D stocks. A bilateral import-to-GDP measure [13] is advanced by Lichtenberg and van Pottelsbergh de la Potterie (1998) as an alternative. In the expressions below $S_j$ is the stock of R&D of the Jth country, $M_{ij}$ are I’s imports from J, and Y is GDP.

$$[12] \text{Bilateral imports: } S_{i}^{Bi-M} = \sum_{j \neq i} \frac{M_{ij}}{\Sigma_{i \neq j} M_{ij}} S_j$$

$$[13] \text{Bilateral imports to GDP: } S_{i}^{m/Y} = \sum_{j \neq i} \frac{M_{ij}}{Y_j} S_j$$

Coe et al. (2009) find little difference between the import weighting-scheme regressions, but they favor import-weighting of external R&D stocks. Funk (2001) uses the form of equation [12] with bilateral export weights and finds that it performs as well as bilateral import weights. Xu and Wang (1997), argue that imports of capital goods may be more closely related to R&D spillovers than non-capital goods imports. They use the form of equation [12] but with capital goods imports in place of total imports and find that it yields a significantly larger coefficient than for the total imports ratio. Seck (2012), applying the analysis to developing countries, also finds that the capital-goods-import ratio performs better than total imports. Seck (2012) also finds significant effects for equation [12] using FDI to total investment; and finds varying significance for private, public and university R&D stocks.

These weighting schemes are designed to represent the relative likelihood of spillover from the many potential R&D sources being aggregated. Contact is the most important component of this likelihood. All of the measures discussed above are partial measures of contact; thus one expects each of them to be significant if used as the sole indicator of contact. Importing and exporting each provide opportunities for contact; Grossman and Helpman (1991: 165ff) are explicit on this point in their discussion of “international information flows”. They suggest that total (X+M) bilateral trade is the most appropriate measure and, following Arrow’s idea of learning-by-doing, that it should be calculated cumulatively. Grossman and Helpman, however, limit their discussion of information flows to activities linked directly to international trade. Commercial trade is only one of many potential means of contact between firms in different countries.

---

22 Coe et al. (1997) examines North-South R&D spillovers; which may account for preferring imports to exports.

23 It is possible that the capital-goods weighting captures distortions in capital and credit markets in the importing country which are erroneously counted as TFP growth.

24 The relevant passage is reproduced in appendix B of this paper.
The central argument of this part of the paper is that aggregate measures of national-level total factor productivity and national stocks of R&D capital are not precise measures; they are highly aggregated, averaged and smoothed in multiple dimensions. They are informative at an aggregate level, but one cannot expect them to support empirical analysis at a fine level of detail. The body of empirical aggregate-level work is consistent with the existence of international R&D spillovers and that they are positively related to many alternative measures of bilateral trade. That multiple indicators of international contact are correlated with R&D spillovers is consistent with there being multiple communication channels, but it is difficult to extract more information from aggregate data. Economists are overcoming the aggregate measurement impasse by shifting the analytical focus to the micro-level: this is the subject of part two.

**PART II: R&D SPILLOVERS: MICRO-LEVEL ANALYSIS**

**Introduction**

In macro-level productivity analysis the implicit assumption is that the economy is one large firm or a set of identical representative firms all of which operate equally efficiently at the productivity frontier. When productivity increases, the efficiency frontier shifts and all firms move with the frontier. In reality, firms differ; few are at the efficiency frontier; the rest lag behind. In aggregate measures it is difficult if not impossible to distinguish between movements of the efficiency frontier and interior movements toward the frontier: both are measured as TFP growth. At the micro level it is possible to observe these differences.

The work of Zvi Griliches is central to the development of micro-level or heterogeneous-firm approaches to productivity analysis and R&D spillovers. In his diagnosis of the measurement problems common in aggregate-level productivity analysis Griliches (1963) included economies of scale at the firm level. Griliches observed that the U.S. agricultural sector exhibited rapid productivity growth in the 1950s; farms increased their use of capital services and purchased inputs and reduced the amount of labour employed; specifically, the number of farms and farm operators fell dramatically between 1950 and 1959. Agricultural economists had noted that most farms were too small, given the farms’ capital and human capital endowments. Griliches’ (1957) work on hybrid corn and Roger’s (1962) work on diffusion of innovations documented the heterogeneity of apparently similar mid-western corn farms. Some farmers were simply better at farming than others; some were quick to adopt new technologies and plant varieties, others adopted much latter or never. Farm-operator heterogeneity is a source of observed productivity growth. Less-capable operators are more likely to leave full-time farming while more-capable operators are more likely to buy or rent-in the land from former farm operators. Thus there is a transfer of farmland and equipment from less-capable to more-capable farm operators.25 The figure below is constructed from data in Griliches (1963: 339): it plots the distribution of commercial farms by sales class in the 1950 and 1959 U.S. Censuses of Agriculture (these are the “actual” values; all figures are in 1954 dollars). It also plots a “1959 predicted” distribution: this is constructed by applying the 21 percent rate of U.S. agricultural productivity growth rate observed for 1950-59 uniformly across the 1950 distribution. Contrasting the 1959 actual and predicted indicates that observed productivity change was not evenly distributed: the share of larger farms grew more than predicted and the share of farms in the smallest class declined more than predicted.

25 The reallocation of resources in U.S. agriculture from less-capable to more-capable managers continues; see Hoppe et al. (2010).
When black box of aggregate productivity analysis is opened and one examines the dynamics of individual firms, one finds exit, entry and reallocation: less successful firms tend to contract or exit; more successful firms tend to expand; new firms emerge; and most factors in the industry are reallocated within the industry. Productivity growth is not scale-neutral; it is not uniformly distributed across incumbent firms. Measuring and understanding these processes is the core of heterogeneous firm analysis.

Micro-level analysis of productivity

Micro panel data

Heterogeneous-firm analysis developed to explain the commonly observed distributions of the size, productivity and growth of firms within industries. These consistent patterns attracted the attention of statisticians and economists as quality data became available in the late 1800s. Early research focused on devising plausible stochastic (random) processes that would generate the observed size distributions and rates of firm exit, entry and growth.\(^{26}\)

It required the construction of panel or longitudinal data sets, where a specific cross-section of individual firms or respondents is surveyed in multiple periods, to observe and analyze individual firm dynamics, particularly the decisions to expand or contract production and to enter or exit an industry. The pioneering work on panel data econometrics involved panels of farms: Hoch (1955, 1958, and 1962) worked with a Minnesota farm panel; Mundlak (1961) worked with an Israeli farm panel. They proposed what is now called the fixed-effects model; this is a way of controlling for unobserved individual differences in farms, firms or individuals. Hoch referred to the unobservable variable as differential managerial ability or farm-specific technical efficiency; Mundlak likewise referred to individual differences in management and viewed fixed effects as a means of estimating production.

---

\(^{26}\) See Sutton (1997) for a literature survey; this was an active issue in economics in the 1950s and early 1960s: Adelman (1958), Simon and Bonini (1958), Mansfield (1962).
functions “free of management bias.”27 What Hoch and Mundlak identified and attempted to control for is the heterogeneity of firm (or farm) productivity. It was obvious by 1960 that the only way to understand the fundamental, firm-level basis of productivity change was to construct and analyze panel data sets.

Constructing panel data sets is expensive and often can only be accomplished by public authorities. One of the challenges to applied research is the confidentiality of much official survey and census data. In the United States the NBER has cooperated (after much negotiation) with the U.S. Bureau of the Census which allows analysis to be published so long as the confidentiality of individual respondents is preserved. National governments differ in the degree and terms of access offered to researchers.28 Data development, data access and panel econometrics developed in conjunction in the 1970s and 1980s.

By the early 1990s several stylized facts had been established.29 First, there are large and persistent differences in firm productivity within industries. Using Markov transition matrices, the common pattern observed is that highly productive firms tend to remain highly productive and less productive firms tend to remain less productive. Second, the risk of exit is inversely related to the level of productivity: that is, less productive firms are the most likely to exit. Third, entering firms, on average, have productivity levels similar to the average of incumbent firms. Fourth, despite considerable exit and entry of firms, factors (particularly labour) tend to remain in the industry; that is, former employees of exiting firms generally find employment with surviving or entering firms in the same industry: the reallocation of factors from less to more productive firms is a primary driver of productivity change at the industrial level. There are, of course, inter-industry factor movements, particularly out of industries in secular decline and into industries in secular growth; but these flows are small relative to intra-industry reallocation.

A series of papers by Bernard and Jensen (1995, 1999) analyzed micro data on firms that export, focusing on firm productivity and entry-exit dynamics. Several important stylized facts emerged. Exporting (and importing) is relatively rare: few firms engage in it.30 Firms that trade tend to have higher productivity than firms in the same industry that only produce for the domestic market. Firms that trade also tend to be larger and better capitalized than non-exporters. These empirical findings, among others, are forcing fundamental changes in international trade theory. Prior to this seemingly anomalous empirical evidence, international trade theory implicitly assumed that all firms in an industry were homogeneous; if Portugal has a comparative advantage in wine production, relative to English cloth, then all wine producers in Portugal were implicitly assumed to export to England. In fact, the distribution of exporting is concentrated in a minority of relatively high-productivity firms. There is a now a “new new” trade theory, heterogeneous-firm trade theory, that is attempting to construct a

27 The bias resulting from the endogenous choice of inputs was first identified by Marschak and Andrews (1944). For more on the development of panel data econometrics see Nerlove (2002).

28 Norway is unusually open in this regard and early empirical work used Norwegian data: Griliches and Ringstad (1971).

29 The seminal article is Baily et al. (1992). Bartelsman and Dom (2000) is an excellent survey on panel data analysis particularly as it relates to total factor productivity. Syverson (2011) covers the many subsequent innovations in the literature. Tybout (2000) surveys the literature on developing countries.

30 Bernard et al. (2009): in 2000, 3.1 percent of U.S. firms exported; 2.2 percent imported; and 1.1 percent both imported and exported. Trade by value is highly concentrated: the largest 1 percent of exporters accounts for 81 percent of export sales; the analogous share for importers is 78 percent.
theoretical framework that corresponds to the empirical patterns about firms that trade.31

One of the key questions in this emergent field, and the focus of this paper, is what accounts for the positive correlation between firm productivity and export status. Does exporting (or importing) cause a firm to become more productive? Perhaps trading firms have more contact with other countries and this provides greater access to information and thus leads to greater R&D spillovers which are then manifest in higher productivity. Or, perhaps trading firms are able to exercise greater market power than non-traders or to realize economies of scale not available to non-traders. These are the leading hypotheses underlying the causal arrow from trade to productivity. The causal arrow running the opposite direction, from productivity to trade, rests on selection, or self-selection: high-productivity firms are more likely to become exporters than low-productivity firms. All of these hypotheses are plausible and they are not logically mutually exclusive: they could be valid simultaneously, and this complicates empirical hypothesis testing. In the empirical literature reviewed below the trade-causes-productivity path is modeled as a series of learning effects and the productivity-causes-trade path is modeled as a series of selection effects.

The next section discusses some of the empirical tools employed in the analysis of firm-level dynamics within an industry; the extensions of these methods to firms that trade are discussed in the subsequent sections.

**Heterogeneous firm dynamics: empirical methods**

There are two stages in the analysis of productivity with panel data. First, one needs to measure productivity for each firm in each time period. Given these measures one can then analyze firm productivity dynamics; this section discusses productivity dynamics first and then turns to the measurement of productivity at the firm level.

**Productivity decomposition, learning and selection**

Productivity decomposition identifies and measures the relative contribution of different sources of productivity change in an industry. There are several productivity decomposition methods32 but their common starting point is the fact that industry-wide productivity is the weighted average of the productivities of the individual firms in the industry. Industry-level productivity change can be decomposed into five components. Three components relate to surviving, continuing firms: 1) changes in within-firm productivity (holding market share constant); 2) changes in market shares (holding productivity constant); and 3) the interaction of productivity and market share changes. These effects are often called within-firm, between-firm, and cross-firm effects, respectively. The fourth and fifth components are the contributions of entering and exiting firms, respectively. Both are measured relative to industry-level productivity in the base or end period because there is insufficient data to calculate within-firm productivity change.

Regression analysis can be employed to distinguish selection and learning effects. The dependent variable is firm productivity \( P_{it} \) for firm (i) at time (t). The panel of firms is unbalanced, that is, there are exits and entries. The focus is on all firms that were active at the time of survey 3. Entrants, in this context, are those firms that entered the industry after survey 1 but before the survey 2; and exits are

---

31 The last decade has been turbulent for international trade theory: Redding (2010) is a recent, concise survey of theoretical developments. Bernard et al. (2009) provides a statistical ‘portrait’ of U.S. trading firms; it gives due attention to importers. The literature to date has emphasized exporters.

32 Melitz and Polanec (2009) is a recent critical survey. Baily et al. (1992) is seminal work in this area and provides the basis of the discussion in this paragraph.
firms that left the industry after survey 2 but before survey 3. The figure below illustrates the different subsets of firms distinguished by dummy variables in the regression equation. The dummy variable for year controls for average productivity changes between surveys 2 and 3.

\[ P_{it} = \beta + \gamma \text{IncmbExit}_{it} + \alpha \text{EntExit}_{it} + \lambda \text{EntSurv(3)}_{it} + \theta \text{EntSurv(2)}_{it} + \delta \text{Year}_{it} + \epsilon_{it} \]

This example is based on the analysis in Foster et al. (2006: 754ff.), which finds the following, where strict inequalities indicate a significant difference (F-test):

\[ \alpha < \gamma < 0 \leq \theta < \lambda \]

These findings are consistent with the emergent stylized facts about heterogeneous firm dynamics. The non-strict inequality \((0 \leq \theta)\) indicates that the average productivity of entrants that survived to period 3 is greater than the average productivity of incumbents (in period 2) but the difference is not statistically significant. The inequalities \((\alpha < \gamma < 0)\) indicate: 1) that entrants that exit had a significantly lower average productivity (in period 2) than incumbents who exit; and 2) that incumbents who exit had a significantly lower average productivity (in period 2) than surviving incumbents (surviving incumbents are not distinguished by a dummy variable and serve as the control for the regression). These results are evidence of selection: the average productivity of the industry increases because lower-productivity exiting firms are replaced by more-productive expanding incumbents and new entrants. The inequality \((\theta < \lambda)\) indicates that surviving entrants had a significantly higher average productivity in period 3 than they did in period 2. This last result is evidence of learning, even after controlling for year effects. Foster et al. (2006: 755) remark: “This pattern implies the surviving entering cohort exhibits more rapid productivity growth than more mature surviving incumbents over this same period. That is, these results are consistent with post-entry learning-by-doing effects playing a nontrivial and statistically significant role.”

**Measuring firm productivity with panel data and selection**

Estimating productivity at the firm level with panel data involves many of the same measurement problems encountered at the aggregate level; it also introduces problems that are masked by aggregation:
Simultaneity bias, selection bias and omitted price bias.\textsuperscript{33} The binding constraint is always the breadth and quality of the data. Firm-level data is often insufficient to estimate or calculate TFP. Data are often collected on revenue or sales; without sales price data revenue cannot be converted into physical unit terms. Multi-product firms require a firm-specific price index. Similar measurement problems exist in factor measurement. A common solution is to use labour productivity.\textsuperscript{34}

Simultaneity bias emerges because a firm’s choice of variable input use is influenced by factors not observable to the econometrician, such as the firm’s knowledge of its productivity level and its expectations of market conditions. In estimating firm-level production functions the error term can be correlated with variable inputs and thus bias the estimated coefficients; this, in turn, results in biased productivity measurements.

Selection bias exists because the set of firms one observes is an outcome of a selection process. One does not observe firms that have chosen to exit the industry; nor does one observe firms that have chosen not to enter the industry, this is an important consideration when the focus of analysis turns to firms that trade as they may differ from firms that produce but do not trade.

Olley and Pakes (1996) devised an estimation algorithm that addresses both the simultaneity and selection biases. The intuition behind the Olley-Pakes algorithm is that one can use observed information about a firm’s current and past investment decisions (net changes in capital) as an indicator of the firm’s unobserved productivity level. Including this derived measure in the regression takes care of the simultaneity bias. And, based on the plausible assumption that the probability of survival is increasing in productivity, the derived indicator also accounts for selection bias.

Underlying Olley-Pakes and its various extensions is a dynamic optimization process governing a firm’s investment programme and its discrete choices about entry and exit. This provides a transition to a discussion of the discrete choice of whether a non-exporting firm becomes an exporter and vice-versa. The starting assumption is that there is a fixed sunk cost (F) for a non-exporter to become an exporter. The table below collapses and simplifies expected net present value calculations into a set of inequalities. The two rows contrast the decisions of exporters and non-exporters, both of which are assumed to be incumbent producing firms in the same industry. In the exit column, both exporters and non-exporters choose to exit if expected profits (\(\pi\)) are negative. If expected profits are positive exporters continue as exporters. Non-exporters with positive profits have the option of becoming exporters, but this is only economically rational if the expected discounted flow of future profits exceeds the fixed cost of becoming an exporter.

\begin{tabular}{|c|c|c|}
\hline
Initial state & Exit & Remain & Export \\
\hline
Exporters & \(\pi < 0\) & \(0 < \pi\) & \\
Non-Exporters & \(\pi < 0\) & \(0 < \pi < F\) & \(F < \pi\) \\
\hline
\end{tabular}

\textsuperscript{33} Van Beveren (2012) is a recent survey of the econometrics of TFP estimation with panel data; it is a good starting point for new variants of the Olley-Pakes algorithm.

\textsuperscript{34} Foster et al. (2008) explore three variant measures of firm-level TFP and evaluate their strengths and biases.
In reality these decisions are not as crisp and mechanical as portrayed in the table or in the models on which it is based (e.g., Roberts and Tybout (1997)); these decisions are often modeled empirically in a probit framework. In this context, a probit model would express the probability that a non-exporter becomes an exporter as an increasing function of value of \([\pi-F]\), among other variables.

### Heterogeneous trading firm dynamics

The theoretical watershed in heterogeneous-firm trade theory is the Melitz (2003) model. The Melitz model is driven by a selection process similar to those described above (Foster, *et al.*, Olley and Pakes, and Roberts and Tybout) and embedded in a differentiated-product trade model. The Melitz model is the starting point for contemporary trade theory; this is an active area and there are numerous extensions. This section provides an intuitive description of its selection process with an emphasis on the model’s implications for the analysis of learning and spillovers.

The figure below is a flow chart of the transition to exporter status. The central feature of the model is represented by the oval labeled “productivity assignment.” Aspiring exporters select themselves from active non-exporters in a given industry. An aspiring exporter must incur a fixed sunk cost to be assigned a productivity level. Each aspirant’s productivity assignment is randomly drawn from a probability distribution. Aspiring exporters are those who have made the expected net present value profit calculation and found that its expected value is positive.

When productivity assignments are made, aspirant exporters re-calculate their expected profits: those assigned lower productivities withdraw from the process and remain as non-exporters (less the fixed cost incurred). Those assigned higher productivities proceed to become new exporters and begin exporting. Their profitability in the first exporting period is determined by their productivity assignment and a market-wide stochastic element. The shaded cone at the right of the figure is meant to represent a distribution of profit outcomes for the cohort of new exporters. Each firm decides, based on its realized performance, whether to continue exporting. The horizontal line illustrates a potential cut-off point, a threshold below which firms revert to non-exporter status.

The exit threshold is not fixed: it is determined by market conditions. For example, an export “boom” induces a rapid increase in output as well as proportionally rapid increases in derived factor demands. This drives up factor rental rates. Depending on the relevant elasticities in product and factor markets a boom could raise or lower the exit threshold. The important point is that given parameter values one can simulate the evolution of the productivity distribution of the export industry. Similarly, one can derive the expected changes in the industry distribution following innovations in trade policy (e.g., tariff changes, domestic and or foreign) and
innovations in factor and product markets. Any argument in an exporting firm’s profit function can shift the exit threshold.

The original (2003) Melitz model assumes that aspiring entrants are identical: the productivity assignment mechanism (i.e., the underlying Pareto distribution) is the initial source of exporter productivity heterogeneity; this initial distribution is then truncated (by low-productivity immediate exits) and modified by subsequent rounds of market selection and entry. These assumptions simplify the model: in reality firms self-select into becoming exporters. The figure above is constructed to include self-selection: this is represented by the arrow linking non-exporters and aspiring exporters.

Selection, learning, innovation and exporting firms

Clerides et al. (1998) helped frame the empirical question of the relative importance of selection and learning in accounting for the observed positive correlation between a firm’s export status and its productivity. From panel data they constructed characteristic cost trajectories for non-exporters and entering, exiting and continuing exporters. They found that the unit costs of entering exporters decline for several periods before they start exporting. At entry, entrants have approximately the same costs as continuing exporters and they are more efficient (lower-cost) than exiting exporters. This is the same pattern found by Foster et al. (2006) discussed above. They found little significant evidence that the post-entry cost profiles of entrants and continuing exporters differ, that is, little support for post-entry learning. If there is no post-entry learning then the narrative can be reduced to a pure selection-driven stochastic process, such as the Melitz model: if a non-exporting firm experiences a random productivity shock that shifts its productivity above a critical threshold then the firm starts to export with probability ‘p’; otherwise, it does not export. One can estimate the parameters governing the distribution of productivity shocks and closely replicate the observed distributions of exporting firms by productivity and by size.

López (2005, 2009) advances an alternate reading of the cost trajectories of entering exporters. He argues that the decision to export occurs several periods before a firm actually exports. Firms planning to export take productivity-improving actions prior to exporting. López refers to such actions as learning-to-export, as distinct from learning-by-exporting, which refers to post-entry increases in firm productivity. The López narrative asserts two causal channels between exporting and productivity: pre-entry and post-entry learning. Self-selection still plays an important role in this story because some firms choose to plan to export and others choose not to.

35 For example, Trefler (2004), examining the effects of Canadian tariff reductions, finds that high-productivity exporters expand market share and low-productivity firms contract or exit. Bernard et al. (2006) find a similar distribution of selection effects following a decline in transport costs.

36 The simplification is effectively parsimonious as the observed distribution of exporting firms corresponds closely to a Pareto distribution. The Pareto distribution is governed by one parameter; this allows changes in the distribution of firms to be tracked in one dimension. This is a powerful simplification and it seems to be emerging as “useful tool” in theory construction similar to the Dixit-Stiglitz mechanism.


38 Learning-by-exporting is analogous to Arrow’s learning-by-doing. Following Arrow, the proper measure of a firm’s export experience for learning-by-exporting is not the length of time since entry (as it is usually measured in the empirical literature) but the cumulative volume of the firm’s exporting activity at a given moment. Fernandes and Isgut (2005) on Colombia is an exception: they follow Arrow and use a cumulative measure.

39 A major empirical problem is that one must observe when a firm decides to start preparing to export. To make valid comparisons one must also observe those firms that make preparations to export but never export. On self-section in exporting see the Olley-Pakes discussion on pages 21-22 above.
The standard empirical approach to investigating learning and selection is analogous to the analysis outlined above by Foster et al. (2006). An important difference is that the primary movement is between non-exporting and exporting. One can generally assume that exporting firms can be observed as active non-exporting firms before they become exporters and, if they cease exporting, that they often remain active in the domestic market rather than cease operations completely. Consequently it is possible to measure an exporting firm’s productivity pre-entry, post-entry (if it survives) and post-exit (if it does not survive as an exporter). Such firms can be compared with cohorts of non-exporters who do not become exporters. A sizeable empirical literature exists on this topic and there are two good literature surveys: Wallace (2007) and Greenaway and Kneller (2007); and in 2008 ISGEP (International Study Group on Exports and Productivity) published a pooled study of 14 countries. There is clear evidence of an “exporter productivity premium”: exporters have higher productivity than non-exporters; there is also uniformly strong evidence of self-selection, consistent with pre-entry learning; the evidence for post-entry learning is weak, however.

One limitation of the standard approach is that it does not fully control for selection effects; it measures the difference between the average outcomes for non-exporters and new exporters. The ideal counterfactual for an exporting firm is the performance of the identical firm had it not become an exporter, an alternative reality that one cannot observe. A close approximation is to match otherwise similar exporters and non-exporters and examine the pair-wise differences in productivity trajectories. Arnold and Hussinger (2005) use matching and find zero post-entry learning effects for German exporters. Girma et al. (2004) use matching and find positive evidence of post-entry learning for U.K. exporters. Yang and Mallick (2010) use matching and find significant post-entry learning effects in the second year of exporting for Chinese exporters. Generalization are not possible without a large body of similar studies, the limiting factor to the expansion of this promising empirical research program is the availability of quality micro data.

The statistical portrait of U.S. trading firms by Bernard et al. (2009) merits intensive study: the facts are illuminating and shed light on learning-to-export. The table below shows the distribution of exporting firms in 2000 by number of products exported and by the number of export destinations. The typical or modal U.S. exporting firm exported one product to one country. The median is two products and one destination country. U.S. exporters are not atypical; similar distributions are found for France and for Colombia. In Colombia, where there is data on the number of customers an exporting firm has, the typical exporter exports one product to one customer in one country.

<table>
<thead>
<tr>
<th>Number of Products Exported</th>
<th>Number of Export Destinations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>Firms%</td>
</tr>
<tr>
<td>1</td>
<td>38</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>3-4</td>
<td>16</td>
</tr>
<tr>
<td>5-9</td>
<td>15</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
</tr>
</tbody>
</table>

40 Bernard et al. (2009) tables 14.4 and 14.6; Data are for 2000 and are rounded. The distributions for importing firms are similar to those for exporting firms.

41 See Eaton et al. (2011) and (2007), respectively. Relatively simple stochastic processes can simulate these distributions: Chaney (2011) is an indication of the direction of this line of research.
These statistics indicate that most entering exporters probably have a relationship with a specific foreign customer or customers prior to exporting. Consistent with the learning-to-export argument, such firms are likely to have made investments or undertaken some process or managerial improvements to meet contractual specifications for the new client. Some firms may take a speculative approach and attempt to export without a prior sales commitment; but this is rather risky given the costs involved.

Recent studies examine the distinction between exporting generally and exporting to a specific destination or destinations. Trofimenko (2010) and Park *et al.* (2010) find that exporting-firm productivity gains are more likely and stronger for firms exporting to rich, developed countries than for firms that export to lower-income developing countries. These findings are consistent with learning-by-exporting, technology-transfer, and R&D spillover narratives; however, they are also consistent with self-selection: if exporting to richer markets requires a higher fixed entry cost then the observed differences by destination can be largely a result of selection.

The mixed evidence of post-entry gains in productivity for exporting firms is consistent with international R&D spillovers; but it does not provide direct or conclusive evidence. There is a small literature that examines the relationship between exporting status and R&D at the firm level. Several studies find evidence that firms invest in innovation (R&D) prior to exporting and in anticipation of trade liberalization. But the dominant direction of causality is from innovation to exporting: engaging in the former increases the probability of subsequently engaging in the latter. Once again, self-selection is at work here. Damijan *et al.* (2008) is exceptional in that it finds evidence of export-induced innovation. The study uses nearest-neighbor matching to control for selection effects; but the far stronger influence in this study, selection, is from innovating to exporting.

One reason why little evidence of a link between exporting and innovation (R&D) is observed is because few firms engage in either activity. Typically it is larger, well-capitalized, and relatively efficient firms that self-select into exporting and engaging in R&D; very few firms engage in both activities. The population of new exporters, in contrast, is largely comprised of small and medium sized firms that are unlikely to engage in R&D. The methods reviewed above treat individual cases equally; dummy variables capture the difference between the simple (un-weighted) average productivity changes of new exporters and non-exporters, for example. Thus, because of the low frequency of firms that export and innovate, one would expect the observed median R&D effect to be zero and the observed average effect to be insignificantly different from zero.

**Selection, learning and innovation at the industrial and national level**

The Melitz model concerns the entire distribution of firms, not merely those that export. The previous sections focus on selection into exporting; but there is also a lower productivity threshold that determines entry to and exit from the domestic market. Both thresholds are endogenous to market conditions. Trade liberalization, for example, by increasing import competition and raising potential returns to exporting and importing, shifts the thresholds for trading but also shifts the exit threshold for non-exporters.

**Competition and the distribution of x-efficiency**

Leibenstein (1966) introduced the concept of x-efficiency to describe the common empirical observation that firms do not operate as efficiently as assumed in economic theory. Heterogeneous firm theory has provided a framework for understanding the distribution of x-efficiency among firms. This distribution is influenced by a variety of factors, including market structure, technology, and firm-specific characteristics. The Melitz model extends this framework by considering the role of selection into exporting, which affects the distribution of x-efficiency and the overall productivity of exporting firms.

---

42 Aw et al. (2008, 2011), Bustos (2011), Lileeva and Trefler (2010). The argument is that there is a simultaneous self-selection into (additional) innovation and exporting.

43 On the distribution of R&D among firms see, for example, Cohen and Klepper (1992).
revived and reinforced Leibenstein’s insight. Bloom et al. (2010a) measure the managerial practices employed by firms in 16 countries, finding a wide range of management-quality scores within each country, similar to the dispersion of firm-productivity scores found in other studies; and significant differences between mean country scores. They explain much of the variation in management quality by the degree of competition a firm faces, whether it is engaged in trade (trading firms have higher quality) and the formal education of managers. The degree of decentralization (how much discretion lower management is allowed) is also an important determinant; decentralized management is highly correlated with the degree of interpersonal trust in society; decentralized management is greater in common law countries than in civil law countries, for example.

Syverson (2004) and Bloom et al. (2010b) examine the relationship between competition and firm efficiency under conditions of spatial market power in two non-tradable markets: in cement production and public hospitals, respectively. They find that firm efficiency is largely determined by the proximity of competing firms. Bloom et al. (2011a) take a clinical trial approach to management quality in textile plants in India. Randomly selected firms were provided management consultant services for free for one month; control firms did not receive these services. The consultants’ recommendations primarily concerned three issues: quality control, inventory management, and the physical flow of work. The recommendations were not new ideas, they could be found in any management textbook published after 1960. Not all treated firms acted on the recommendations, but the average treatment effect was an 11 percent increase in productivity.

Hsieh and Klenow (2009) examine the distribution of x-efficiency (as measured by the misallocation of capital and labour) at the firm level in India, China, and the United States. They calculate what the net productivity gain would be if the efficiency distribution of firms at each industry at the four-digit level in China and India were to shift to the associated U.S. distribution. They note that this is essentially a Melitz model without trade liberalization: rather than measuring the impact of trade liberalization on the distribution of firms (as in the articles reviewed below) they estimate the maximum potential change. The central estimate is a 40-percent and 50-percent increase in aggregate TFP, for China and India respectively.

All of these studies above confirm and refine the earlier work of Nickell (1996) on competition inducing higher firm-level productivity. There is emerging line of research that takes trade liberalization events as natural experiments that increase competitive pressures in an economy and contribute to TFP growth. This literature is the focus of the next section.

Liberalization, competition and innovation
There is a growing empirical literature that treats trade liberalization events as natural experiments. The common causal path is that trade liberalization increases competitive pressures in the domestic economy and induces domestic TFP growth, primarily through selection effects.

Pavcnik (2002) examines trade liberalization in Chile using firm-level data. She finds that surviving firms in import-competing sectors realized significantly higher productivity gains (4.6 percent annually) than in export-oriented (3.6 percent annually) and non-tradable (0.1 percent annually) sectors. Exit is an important factor: in aggregate, 70 percent of productivity gains can be attributed to the reallocation of factors among firms. She also finds that the relative lack of barriers to exit in Chile facilitated factor reallocation; restrictions on bankruptcy, plant closing and redundancy inhibit productivity gains.

Treffer (2004) examines the impact of the Canada-U.S. FTA on Canadian-firm labour productivity. Import-competing industries experienced increased firm exit and reduced employment. This was more
than offset by unusually high rates of labour-productivity growth among surviving firms. Trefler finds
that about half the productivity gain can be attributed to exit and inter-firm factor reallocation and half
to within-firm increases in technical efficiency.

Amiti and Konings (2007) examine the impact of tariff liberalization on Indonesian firms. They
construct firm- and industry-specific measures of the change in the effective rate of protection effected
by liberalization: that is, specifying weighted indicators of both output and input tariff changes. They
find that reductions in input tariffs generate substantially higher within-firm productivity gains than
reductions in output tariffs. They also control for industry-level competition by including a Herfindahl
index alone and interacted with the output-tariff change variable. They find that within-firm productivity
growth is negatively related to the degree of industry concentration; output tariff reduction induces
productivity growth only for firms in competitive industries. This finding does not conform to the
assumption of the endogenous growth theory that imperfect competition is positively associated with
innovative activity and within-firm productivity gains.

Lileeva and Trefler (2010) examine how the Canada-U.S. FTA (Free Trade Agreement) influenced the
export-entry decision by Canadian firms. They find that export entrants are disproportionately lower-
and mid-productivity firms that were induced by import competition to invest in new technology, make
process innovations and improve management; such firms undertake these changes at significantly
higher rates than similar non-exporting firms. Export entrants not only exhibit within-firm productivity
gains but also expand output volume and sales to the domestic (Canadian) market. This expansion, in
turn, increases domestic competition and raises the exit rate.

Eslava et al. (2009) examine the impact of tariff liberalization in Colombia. Their Colombian data
permits estimation of firm-level TFP. Their results are consistent with the other studies reviewed in this
section. What is novel is that they use their statistical results to simulate the counterfactual rate of exit
(as a function of firm TFP) using pre-reform tariffs. Comparing the counterfactual with realized exit
provides a measure of the change in the exit threshold: liberalization causes a significant increase in the
minimum threshold of firm TFP required for firm survival.

Bloom et al. (2011b) examine the impact of China’s entry into the WTO on firm-level innovation,
exit, and productivity in the EU-12. Consistent with the other studies, greater exposure to Chinese
imports induces greater levels of innovation, investment in information technology and improvements
in managerial practices. Chinese imports also led to differential selection: the incidence of exit increased
for lower-technology firms relative to higher-technology firms, and the latter increased domestic market
share. One important aspect of this study is that it underscores the role of increased competition in
inducing innovation and productivity growth. Because the trade flow is South-North, from China to the
EU, one expects there to be very little of the R&D spillovers or technological transfer assumed to exist
when the import shock is largely North-South.

Similarly, Iacovone et al. (2011) examine the impact of Chinese imports on Mexican firms. They find
a similar differential response: import competition induces a greater productivity response from ex ante
higher-productivity firms than from lower-productivity firms. Moreover, the increased productivity does
not result from innovation or R&D spillover, but from investing in improvements in quality control and
inventory and personnel management. These are the same mundane sources of intra-firm productivity
growth adopted by Indian textiles firms in Bloom et al. (2011a).

Bloom et al. (2011b), Iacovone et al. (2011) and Amiti and Khandelwal (2009) utilize liberalization
events to investigate empirically the inverted-U relationship between competition and innovation
advanced by Aghion et al. (2005) and Acemogul et al. (2006). The inverted-U is the vertical summation of two opposing effects. For firms far from the technology frontier, an increase in competition reduces the incentive to innovate because the gains from innovation are likely to be reduced by entry, but for firms near the technology frontier an increase in competition encourages innovation.

**Heterogeneous trading firms and related-party trade**

About two-thirds of the value of world trade consists of intermediate products. About one-third of world trade is intra-firm trade, most of which is of intermediate products. Heterogeneous-firm trade theory has drawn on organizational theory to explain the increasing international fragmentation of production and the growing importance of related-party trade. FDI is a potential channel for R&D spillovers; there is an empirical literature on this topic, reviewed by Görg and Greenaway (2004), but with inconclusive findings. This short section merely outlines the theoretical framework of this emerging strand of research.

The Coasian theory of the firm views the firm as a nexus of contracts and the key question is whether to make or to buy inputs. If inputs are readily available in liquid markets, they can be purchased as needed with only market-price or delivery risk. If markets are not sufficiently liquid or the inputs are in some way specialized then a contractual agreement is needed to assure supply. Contracts can be made at arm’s length with another independent firm. But if contracting is not feasible, for example, if proprietary information cannot be revealed outside the firm, then production is done within the firm. International trade, when these relationships cross international borders, adds a second dimension: whether to contract at home or abroad. The international analogs are: anonymous non-related-party trade, foreign outsourcing, and vertical integration (foreign direct investment: FDI).

The 2-by-2 matrix below shows the union of the make-buy and home-abroad dichotomies. Firms face four alternatives for contracting specialized inputs. As in the Melitz model, each mode requires a fixed cost; there is a hierarchy of fixed costs and firms select the optimal mode based on their relative productivity. The least productive firms only outsource domestically; the next tier is domestic vertical integration; then foreign outsourcing and, for the highest productivity firms, FDI. An additional fixed cost is incurred for commencing operations in a new country; thus one observes a positive correlation between firm productivity and the number of trade and investment destinations and sources. Firms engaged in foreign production are not limited to importing back to the home country; they can also sell in the host country or in third countries.

<table>
<thead>
<tr>
<th>Form of relationship</th>
<th>Location of production</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Home</td>
</tr>
<tr>
<td>Make: Vertical Integration</td>
<td>no trade</td>
</tr>
<tr>
<td>Buy: Outsource</td>
<td>no trade</td>
</tr>
</tbody>
</table>

44 Specifically, measures of innovation are approximately quadratic in the Lerner index; the Lerner index ranges from zero (perfect competition) to one (perfect monopoly).

45 The key papers in this literature are Antràs (2003), Antràs and Helpman (2004 and 2008), and Helpman et al. (2004); the studies reviewed in Görg and Greenaway predate these theoretical innovations. Keller (2010) reviews the subsequent literature. Grossman and Rossi-Hansberg (2008) advance a theory of production fragmentation based on trade in tasks.

46 See Eaton et al. (2011) for these patterns in France; De Hoyos and Iacovone (2011) find this pattern for Mexican firms.
### Distribution of a 10% Liberalization on French Firms by Size Decile

<table>
<thead>
<tr>
<th>Size Decile</th>
<th>Percent Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (smallest 10%)</td>
<td>-60</td>
</tr>
<tr>
<td>2</td>
<td>-50</td>
</tr>
<tr>
<td>3</td>
<td>-40</td>
</tr>
<tr>
<td>4</td>
<td>-30</td>
</tr>
<tr>
<td>5</td>
<td>-20</td>
</tr>
<tr>
<td>6</td>
<td>-10</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
</tr>
</tbody>
</table>

These theoretical developments drawing on organization theory have yet to be tested with micro-level data; this is the direction of current empirical analysis in this area. Like other strands of heterogeneous-firm trade theory, its firm-level focus challenges international trade theories constructed on the nation state as the fundamental unit of analysis.

## Conclusion Part II

The discussion of the Melitz model noted that Pareto distributions accurately describe the distribution of firms by size and by productivity and that simulating changes in these distributions is one approach emerging in the current literature. Eaton et al. (2011) provides an illustration of this simulation work. The study uses French firm-level data to simulate the impact of a 10-percent uniform reduction in trade costs on the distribution of trading and non-trading firms by size (firm size and firm productivity are highly correlated). The graph below plots the selection impact of liberalization by firm-size decile (all firms, not just trading firms). Half of the firms in the lowest decile exit; there is net exit in all deciles. The impact on firm sales is more pronounced, sales decline for all but the top decile.

Selection, the culling of smaller, less-efficient firms, and the reallocation of factors to larger, more productive firms is a major source of productivity growth. This is what Griliches (1963) identified as a source of aggregate productivity growth; a source of growth excluded by assumption in aggregate growth models. It is impressive that after 50 years the economics profession has access to the data and has developed models that are beginning to explain aggregate productivity growth from the micro level.

The R&D spillover theories discussed in Part I are compelling narratives if one assumes universal technical efficiency at the firm level. If all firms operate on the efficiency frontier, then the only possible source of TFP growth is a positive shift in the frontier: that is, all observed growth is the direct result of technical innovation generated by R&D. But the empirical evidence review in Part II does not support the distribution of technical efficiency assumed in exogenous and endogenous growth models. It finds that most firms operate far inside the efficiency frontier: X-efficiency is pervasive. Most of what is observed as TFP growth at the national and industrial level is selection-driven and involves movements toward the technology frontier, rather than movements with the frontier. The frontier does shift because of R&D-driven innovation, but this is only one of several factors that influence aggregate productivity.
PART III: CONCLUSIONS AND IMPLICATIONS FOR FUTURE RESEARCH AND AGRICULTURAL TRADE

The objective of this paper is to provide a critical literature review as background to applied research on the benefits of agricultural trade to firms in developing countries, and specifically on trade-related R&D spillovers. Part I of the paper reviews the literature on R&D spillovers at the macro-level, where the nation economy is the unit of analysis. Part II reviews several emerging lines of micro-level research, where the firm is the unit of analysis, that focus on the relationship between international trade and firm-level and industry-level productivity. Both parts share a focus on the relationship between trade and productivity growth but the causal channels the two bodies of research identify differ fundamentally. R&D is central to the macro-level literature reviewed in Part I. In micro-level studies R&D is at best peripheral: selection and learning are the primary causal channels between trade and productivity at the firm level.

The difference between the macro and micro literatures follows directly from differences in the assumptions and definitions employed. The macro-level analyses are part of the endogenous economic growth literature. In this framework economic growth can be attributed to two causes: 1) increases in factors and 2) technological change, which is the direct product of R&D. Thus, total factor productivity growth (that is, growth net of growth in productive factors) is determined by R&D. International trade is hypothesized to increase the effectiveness of national-level R&D by increasing the likelihood of R&D spillovers from trading partners. An international R&D spillover is narrowly defined: it is the flow of knowledge from one country to another that leads to the production of new knowledge in the recipient country. There is confusion in the literature about R&D spillovers, as Zvi Griliches has noted.

[T]here are two distinct notions of R&D “spillovers” here which are often confused in the literature. In the first, R&D intensive inputs are purchased from other industries at less than their full “quality” price. … If capital equipment purchase price indices reflected fully the improvements in their quality, i.e., were based on hedonic calculations, there would be no need to deal with it. As currently measured, however, total factor productivity in industry $i$ is affected not only by its own R&D but also by productivity improvements in industry $j$ to the extent of its purchases from that industry and to the extent that the improvements in $j$ have not been appropriated by its producers and/or have not been incorporated in the official price indices of that ($i$) industry by the relevant statistical agencies. The use of purchase-flow-weighted R&D measures assumes that social returns in industry $j$ are proportional to its R&D investment levels and that the amount of such returns transferred to industry $i$ is proportional to its purchases from industry $j$.

But these are not real knowledge spillovers. They are just consequences of conventional measurement problems. True spillovers are the ideas borrowed by the research teams of industry $i$ from the research results of industry $j$. It is not clear that this kind of borrowing is particularly related to input purchase flows.

The confusion between the two notions of R&D spillover noted by Griliches has been common in the literature measuring the social returns to public agricultural R&D. The assumption is that there is a

47  This quotation from Griliches 1992 is an almost verbatim repetition of Griliches 1979 (1998: 30-31): the confusion in the literature is now in its fourth decade.

compelling market failure in R&D for agriculture. Because it is not economically rational for individual farmers to undertake R&D and because the private returns from agricultural R&D are assumed to be largely unappropriable, private agents will under-invest in agricultural R&D. This is rationale for public provision of agriculture R&D. To justify this use of public funds agricultural economists at public institutions estimate the social benefits and the social rate of return of these public investments. In calculating the increase in producers’ and consumers’ surplus from the adoption and diffusion of, for example, an improved variety developed by a public research station, one does not quality-adjust the new variety: it is the social value of the publically-financed quality improvement that one is attempting to measure. When new varieties diffuse across state or national borders a spillover exists. Such spillovers were often referred to as R&D spillovers; however, such spillovers are not pure knowledge spillovers as defined by Griliches and as used in endogenous growth theory. They are, in fact, unappropriated quality improvements in inputs adopted by private agents in the agricultural sector. To eliminate confusion, in light of endogenous growth theory, agricultural economists now refrain from using “R&D spillover”: they use the term “technology spillover” to refer to the cross-border diffusion and adoption of inputs embodying R&D; and they use “knowledge spillover” to refer to pure knowledge spillovers.

With this distinction in mind one can restate the conclusion of Part I: the empirical approach of the macro literature, regressing national TFP growth on various international purchase-flow-weighted R&D measures, conflates knowledge spillovers and technology spillovers. The finding that capital-good-import-weighted R&D generates the best regression coefficients is consistent with the insufficient quality adjustment of imported capital goods. It is likely that some or much of what is being measured is unappropriated productivity improvements by foreign suppliers of capital goods and other inputs. This problem is to be expected when an indirect indicator of innovation derived from aggregate secondary data (TFP growth) is used. Credible evidence of international knowledge spillovers requires direct or more proximate observation of institutions engaged in R&D; if this is an important hypothesis then funding for primary data collection should become a priority.

The micro-level research surveyed in Part II is more inductive and exploratory than theoretically-derived. The underlying common denominator is an attempt to identify sources of the dynamic gains from trade. Dynamic in this context is opposed to static: dynamic gains are those in excess of the static gains. In terms of the standard welfare-gains-from-trade diagram, static gains result from movements along fixed domestic supply and demand curves; dynamic gains follow from movements in the curves. Given the firm-level panel data available, the focus is on the sources of productivity gains on the supply side; on whether, how and to what extent the domestic supply curve shifts rightward. The dominant importance of selection effects, especially the reallocation of productive factors from less productive exiting firms to more productive surviving firms, is consistent with a rightward/downward shift of the domestic supply curve. Learning effects are also consistent with dynamic gains. Thus a consistent, empirically-grounded narrative emerges: increased international competition induces selection and productivity-improving investment, pre-trade and sometimes post-trade. The panel data sets that provide the empirical base do not provide evidence of international spillovers, whether of technical spillovers or knowledge spillovers. That many of the panel-data based studies use labour productivity rather than total factor productivity leaves scope for technical spillovers. It is unlikely that knowledge spillovers play a major role in the productivity gains observed in the panel studies, given the low proportion of firms that engages in R&D. Focusing a study on firms that do engage in R&D would allow one to gauge the relative magnitude of the international knowledge spillovers.

The key question facing the FAO project on analyzing the benefits of agriculture trade to developing countries based on firm and industry behavior is whether to restrict its empirical investigation into
international R&D spillovers to knowledge spillovers. The propensity of agro-industrial firms in developing countries to engage in R&D is even less than in developed countries. This limits the likely importance of knowledge spillovers as a benefit of trade, but the small number of R&D-engaged firms in any given developing country may make comprehensive in-depth surveys and interviews feasible. The alternatives are to broaden the scope slightly to allow technical spillovers or broaden the scope even further to allow the full range of causal channels under the heading of dynamic gains from trade.

Invariant of the choice of these three alternatives, there are some methodological lessons that can be drawn from empirical analyses reviewed in parts I and II. First, adopt a micro-level, firm-based focus; the weaknesses of macro-level analysis have been noted many times in this paper. Second, collect primary data. Most of the studies reviewed in Part II are based on panel data sets constructed by national governments or multi-lateral development institutions. The cost and years involved makes a panel infeasible; but another panel is not necessary. The stylized facts are well-established: there are selection effects and learning effects and these can be examined in a small, well-designed sample that matches trading and non-trading firms, for example. Third and most important, what is missing from almost all of the studies reviewed in this paper is qualitative data. The quantitative results indicate that firms do things that make them more productive prior to engaging in trade and sometimes once they are engaged in trading: but this is merely statistical inference. Few studies engage firms directly and ask executives and managers what they did, why they did it, when they did it, and what they might have done had the institutional environment been different. The answers to questions like these, which cannot be posed to a secondary data set, have the potential to move the research program forward and inform and refine future research.

Van Biesebroeck (2005) is one of the few studies to find strong and significant evidence of post-entry productivity gains by exporters. The study is of a panel of manufacturing firms in nine Sub-Saharan countries. The study is exceptional in that it uses qualitative data in addition to quantitative data. Van Biesebroeck’s argument, based on a (qualitative) survey of panel firm executives, is that contract enforcement in the home market is weak. In contrast, the risk of non-payment by foreign customers is very low. Thus new exporters gain increased access to credit and realize in the export market economies of scale that had been limited by a lack of reliable domestic customers. This is a post-entry, export-induced productivity effect but it is neither a knowledge (R&D) spillover nor a technology spillover nor does it qualify as a learning effect. It is a causal path that one could not have inferred from quantitative results alone. Such qualitative findings enrich the emerging narrative about the variety of benefits of trade to developing countries and about local impediments to development; such finding are important because they inform the direction of data collection, theory construction and empirical analysis.
APPENDIX A: Measuring stocks of knowledge

The stock of knowledge (R&D) is constructed from periodic (usually annual) R&D expenditure data, a flow value, using the Perpetual Inventory Method (PIM). The R&D stock \( S_t \) at the end of period \( t \) is equal to the beginning stock \( S_{t-1} \) plus R&D expenditure during the year \( R_t \), minus depreciation of the beginning stock \( \delta S_{t-1} \), where \( \delta \) is the annual depreciation rate.

\[
S_t = (1-\delta)S_{t-1} + R_t
\]

The stock of R&D in the initial year \( S_0 \) is constructed thus: \( S_0 = R_1 / (\delta + g) \); where \( g \) is the average annual logarithmic growth rate of R&D from the initial year to the present. The initial stock is not observed, it is constructed based on the assumption that R&D spending and depreciation prior the initial period is the same as the average rates after the initial period. The absolute stock of R&D is sensitive to the validity of this assumption.

The depreciation rate is generally assumed to be 5%; this means it takes 13.5 years for a given stock to depreciate by half and 45 years to depreciate by 90%. If one takes endogenous growth theory seriously then the depreciation rate should be zero for the horizontal (Dixit-Stiglitz product variety) model: knowledge once created is assumed to be immortal and demand for increasing variety literally implies that no product becomes obsolete. The depreciation rate for the vertical model, which assumes continual creative destruction, rendering existing stocks of knowledge obsolete, should logically have a relatively high rate of depreciation; it would likely vary considerably year-to-year as well.

Agricultural economists have a distinct approach to constructing agricultural R&D stocks. The convention is to assume agricultural research (e.g., plant breeding) takes several years to before any useful research product becomes available. The new product then needs to tested and, if viable, scaled up. Thus R&D is lagged several years, its effective value increases gradually, reaches a peak or plateau in its mature phase, and then becomes obsolete as new, improved varieties are released or as it ceases to be resistant to pests and diseases. The time profile of agricultural R&D is usually a trapezoid or a gamma-distribution density function.

\[\text{References}\]

49 The OECD MSTI (Main Science and Technology Indicators) database is the standard source. The methodology of the indicators is elaborated in the Methodology of the Frascati Manual, OECD (2002a).

50 Coe et al. (2009), for example, assume a horizontal model and use 5 percent depreciation. They test whether their results are sensitive to this assumption and find that they are not (they test \( \delta = .0 \) and .2). This further supports the argument presented in the conclusion of part I about the low precision of R&D data.

51 There is a huge literature on this topic; Sheng et al. (2011) has an excellent applied discussion of the construction R&D (knowledge) stocks for agricultural research and a good bibliography; it also examines R&D spillovers into Australian agriculture. Adams (1990) provides empirical evidence of long (15-20 year) lags for basic research. Pakes and Schankerman (1984) explore obsolescence and gestation lags.
APPENDIX B : Grossman and Helpman on weighting international information flows


It is plausible to suppose that the foreign contribution to the local knowledge stock increases with the number of commercial interactions between domestic and foreign agents. That is, we may assume that international trade in tangible commodities facilitates the exchange of intangible ideas. This assumption can be justified in several ways. First, the larger the volume of international trade, the greater presumably will be the number of personal contacts between domestic and foreign individuals. These contacts may give rise to an exchange of information and may cause the agents from the small country to acquire novel (for them) perspectives on technical problems. Second, imports may embody differentiated intermediates that are not available in the local economy. The greater the quantity of such imports, the greater perhaps will be the number of insights that local researches gain from inspecting and using these goods. Third, when local goods are exported, the foreign purchasing agents may suggest ways to improve the manufacturing process. In the context of our model, the recommendations might take the form of ideas for new intermediate inputs. The number of such suggestions is likely to increase with the quantity of goods exported. It seems reasonable to assume therefore that the extent of the spillovers between any two countries increases with the volume of their bilateral trade.

To pursue the implications of this hypothesis, we let $K_n(t)$ denote the stock of knowledge capital in the small country, and suppose that the growth of $K_n$ depends not only on spillovers from local research but also on those international contacts. In particular, we specify $K_n(t) = G(\pi(t), T(t))$, where $T$ represents the cumulative volume of trade (exports plus imports) up to time $t$. 
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