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FOREWARD

This volume of papers forms part of a series of publications that have been produced

by the Planning and Investment Studies Unit of FAO's Forestry Department in order to make

available information on analysis and planning in the forestry sector for teaching and

reference use. The series, which has the title "Economic Analysis of Fbrestry Projects",

consists of a guide to analysis:Y and a volume of case studies! in addition to the present
volume of readings.

This volume of readings has been edited for FAO by H.M. Gregersen, Professor of

Fbrestry and Agricultural and Applied Economics at the University of Minnesota. The cover-
age of the four papers is reviewed in his Editor's Introduction. All of them have been

specially oommissioned for this FAO series from the authors, each of Whom is writing here
in his personal capacity. The work on the two papers by authors at the University of

Minnesota was made possible through a special budgetary contribution to FAO for this purpose

from the Swedish International Development Authority (SIDA).

V Economic Analysis of Fbrestry Projects. FAO Fbrestry Paper No. 17, FAO, Rome, 1979.

3 Economic Analysis of Fbrestry Projects: Case Studies. FAO Fbrestry Paper No. 17,

Supp. 1, FAO, Rome, 1979.
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EDITOR'S INTRODUCTION

The present publication is provided as a complement to FAO's recently published guide,

la_ orestrs'fiaLsEconomicArProY, (henceforth referred to as EAFP), Which deals mainly

with the steps involved in organizing and carrying out an analysis of the economic efficiency

associated with a forestry project. As mentioned in EAFP, economic efficiency is only one of

the factors with which decision-makers are concerned in their quest to make "better" decisions

concerning forestry projects. In addition, they may be concerned explicitly and quite separ-

ately with income distribution impacts, effects of projects on local areas as opposed to the

nation as a whole/ balance of payments or trade effects, employment implications, and so

forth.

Both the McGaughey and Schuster papere in this volume deal with the question of

income distribution and employment impacts of forestry projects -- topics of increasing

concern to decision-makers in developed as well as developing countries. While much of the

recent dicussion in the project analysis and evaluation literature has been concerned with

the means to quantitatively incorporate income redistribution impacts directly with efficiency

impacts in an integrated "social economics" analyais fraEmork, both McGaughey and Schuster

treat income redistribution impacts using a partial analysis approach such as suggested in

BAY?. The idea of developing "weights" for costs and benefits associated with different

income groups and introducing suoh in an economic effioienoy analysis is appealing in theory

and concept, but difficult to implement in practice, due to lack of agreement on specific
weights to be assigned different groups. While labour shadow prices implicitly recognise
the lower social oost (or higher social benefit) associated with using unemployed labour,

McGaughey and Schuster both provide additional separate measures of employment and income

distribution impacts which oan be calculated and used in making additional comparisons

between forestry projeots.

McGaughey treats improved income distribution and increased employment as complemen-

tary goals in rural development projects. He discusses a number of different specific

measures which can be calculated and used for various purposes in assessing project impacts

on employment, regional income and income distribution. However, he concludes that "What

is clear is that no income distribution indicator can be universally recommended, since suoh

indicators will have to be adapted in each country to the local data oonditions and limits,-

tions whioh project analysts face."

Schuster discusses several different dimensions associated with income redistribution

and employment impacts. He distinguishes between regional income redistribution and "indi-

vidual welfare" impaots of projects. The impact indicators recommended for consideration in

terms of individual welfare were selected on the basis of "their presumed relevancy and their

feasibility to be measured". Based on this criterion, he chose project impact on 1) unemploy-

ment rates, 2) average wage rates, and 3) income distribution among the population of the

region affected by the project. He further discusses measures of project effect on economic

equilibrium and stability in local communities or regions, reoognising that these two factors

affect community welfare in a broader sense.

y FAO Fbrestry Paper No, 17, FAO, Rome, 1979.
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McGaughey deals at some length with various measures of project impact on foreign

exchange flows (or balance of payments impacts), recognising that this is a factor of con-

siderable importance to many decisionmakers. Schuster, recognising the importance of

regional distribution impacts of projects, discusses several useful measures of project

impact on local government. He specifically looks at intergovernmental payments (revenue

sharing, inkind payments, and other types of payments) and discusses types of local govern-

ment costs often associated with projects which are not considered in economic efficiency

analyses. McGaughey also discusses appropriate measures of regional economic growth which

can be calculated as part of a broader project analysis.

While Schuster in general sticks with impact measures related to single objectives,

such as employment, income redistribution, regional stability, etc., McGuaghey goes on to

discuss several multiple objective avaluation procedures which can be applied in practice.

These include the Delphi method, scoring models and various means for oombining single goal

indicators. McGaughey further indicates the usefulness of sensitivity analysis in looking

at project impacts and in providing information for decisionmakers in oases where data are

scarce or unreliablej

EAFP provides a general approach to economic analysis of all types of forestry and

forest industry projects. Peculiarities or unique aspects associated with specific types

of projects, such as pulp and paper, or watershed and wildlife, are not discussed. The

paper by Gregersen and Brooks in this volume deals with some of the specific problems and

oonditions encountered when analysing watershed projects.

The paper by Houghtaling and Gregersen provides a more detailed treatment of compound-

ing and discounting procedures than is found in EAFP. In addition, derivations of various

useful compounding and discounting formulas are provided together with comments on how to

treat some common time related problems encountered in project analysis e.g. how to treat

inflation and how to deal with situations where multiple discount and/or compound rates have

to be used for a given analysis.

Finally, it should be pointed out that EAFP and the present volume are limited to

discussions concerning economic efficiency, income distribution, local area economic impacts,

balance of payments and employment impacts all items that in the broadest sense can be

associated with various economic and social aspects of welfare. It is explioitly recognized

that further work on treatment of impacts from an environmental point of view is needed.

However, this is beyond the intended scope of the present effort.

y See also EAFP, Chapter 10.
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1. INTRODUCTION

In recent years extensive improvements have been made in project evaluation methods

in order to incorporate considerations beyond the traditional concern of project analysts

with economic efficiency or profitability. Most of these improvements have been in the realm

of more theoretically complete project evaluation systems. The most notable procedures in-

clude those developed by Little and Mirrlees (70) and Dasgupta, Marglin and Sen (117). Much

of the later work has been an improvement and a refinement of this earlier seminal thinking.

The recommended methods are severely limited in many oiroumstanoes because (1) they

are not designed to incorpora-te a large number of objectives; (2) a large data base is

needed to complete the evaluation; (3) not muoh suocess has been achieved in simplifying the

system for easy application by projeot analysts; and (4) little recognition has been given

to the decision making process in developing countries which often proceeds in circumstances

in Which economic considerations may be of marginal importance.

The present paper is contributed in the view that while the investment decision mak,

ing procese is little known to economists, engineers and other projeot analysts, policy

makers should welcome additional knowledge of the multiple economic and social consequences

of the many projects that must be appraised in formulating an investment programme. While

increasingly individual projecte will be evaluated using social cost-benefit analysis,the

procedures herein recommended are posited as an intermediate step between essentially what

occurs now (little or no formal appraisal of multiple objectives) and the widespread use

of social benefit-cost analysis (which may be possible some years from now). In this paper

multiple benefits and costs are first introduced via single objective evaluation criteria

permitting the ranking of projeots for the separate goals. A large number of project per-

formance indicators are reviewed, aompared and evaluated for use under different situations.

Alternative procedures for ascertaining, estimating and combining multiple objectives

for project ranking are discussed, such as scoring models and a more direct weighting scheme

proposed by McGaughey and Thorbecke (75). Finally, procedures for completing relevant

sensitivity analysis are developed including simple graphical techniques and a more detailed

elastioity analysis.

All of the proposed procedures should be of primary interest to national and sector

planners who need tools for defining sector-wide investment programmes. Among other sub-

sectors, the present prooedures are formulated for application in devising water resource

programmes, sector forestry plans and regional rural development programmes.
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2. THE NEED FOR MEASURABLE INVESTMENT CRITERIA

Whilo economic and social projeot evaluation methodologies, as they are now proposed,

may one day be widely employed by international leading agencies and national planning

authorities, there are few prospects that this will occur on a large scale soon, either in

countries or by international agencies, especially if it is required that aspects such as

income redistribution effects are to be accounted for in the evaluations...Y

Less developed countries need evaluation techniques that can be uniformly applied

throughout all subseotors at a low cost with minimal data demands, producing results which
are reasonably understandable to policy makers.1 In most countries there is a distinct

propensity to apply narrow financial and commeroial criteria to project selection. An
advantage in these criteria is that most policy makers understand the concept of the finan-

cial and commercial criteria to project selection. An advantage in these criteria is that

most policy makers understand the concept of the financial rate of return. The economic
evaluation is of prime interest to agencies with a broad national or sector-wide viewpoint.

The national and sector planning authorities or the planning office of the development

finance corporation all have an interest in allocating resources to high priority sectors

based upon general economic and social goals stated in development plans.; but, project

evaluations are not of great interest to policy makers in their day-to-day activities

because they are primarily concerned with the allocation of financial (budgetary) resources.

A second reason why the most complicated socio-economic project evaluation methods

have not been quickly accepted by publio authorities is that they place heavy demands on

scarce technical talents. Thus, while many project practitioners without advanced economic

training may understand the use of financial criteria, it is doubtful that they will unfier-

stand the evaluation techniques proposed by Squire-van der Tak (120), Little-Mirrlees (70),

or UNIDO (117). In developing countries, trained specialists are mainly in demand as

managers or administrators. They are assigned to the execution of programmes and projects

rather than to their ex-ante evaluation. While a social cost-benefit analysis may be

needed for projects or programmes to be financed by external lending agencies, the assign-

ment of local specialists to these projects often occurs only to ensure financing by the

agencies, by presenting the required economic and financial evaluations.

Economists tend to take an egocentric stance in designing investment criteria, over-

emphisizing the importance of economic considerations in the final project selection. It

is clear that a broad spectrum of objectives - economic, social, political and historical -

are all combined in the minds of policy makers who allocate public investment budgets on a

project-by-project basis or as a part of a medium- to long-term investment programme. While

financial investment criteria will continue to be the centerpiece of the analysis, apprai-

sals which occasionally take into account shadow price adjustments will be undertaken for

large investment projects destined for external finance. Hence, the new evaluation

techniques will likely be applied on a piecemeal, project-by-project basis for some years

to come and their full integration into national, sectoral or regional planning is not

likely to occur for one or two decades.

JI It may be argued that international lending agencies have no right to set weights on con-
sumption or income benefits received by groups within a particular society. (See D. Lal

(62). The weights logically would have to be set by national authorities and consistently

applied to all projects, either for external assistance or those to be financed exclusively
by local resources. To the extent that evaluation techniques are not used similarly by all
parties, their value would seem to be severely limited.

3/ See R. Chambers (19) who forcefully argues that "simple is optimal".
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rather than to their ex-e.nte evaluation. While a sooial cost-benefit analysis may be 
needed for projeots or programmes to be finanoed by external lending agencies, the assign­
ment of local speoialists to these projeots often occurs only to ensure finanoing by the 
agencies, by presenting the required eoonomio and finanoial evaluations. 

Economists tend to take an egooentrio stanoe in designing investment criteria, over­
emphisizing the importanoe of economio oonsiderations in the final project seleotion. It 
is clear that a broad speotrum of objeotives - economic, sooial, politioal and historical -
are all combined in the minds of policy makers who allooate public investment budgets on a. 
pro jeot-b;y-pro jeot basis or as a part of a medium- to long-term investment programme. While 
financial investment criteria will oontinus to be the centerpiece of the analysis, apprai­
sals which ocoasionally take into aooount shadow prioe adjustments will be undertaken for 
large investment projects destined for external finance. Henoe, the new evaluation 
techniques will likely be applied on a piecemeal, project-by-project basis for some years 
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likely to occur for one or two decades. 

Y It may be argued that international lending agenoies have no right to set weights on con­
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parties, their value would seem to be Beverely limited. 

Y See R. Chambers (19) who forcefully argues that "simple is optimal". 
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What is needed now is a perception of a sequence of improvements in prevailing evalua-

tion procedures. Project evaluation techniques should meet the following tests: they should

be measurable with available data; they should be applicable to a wide variety of project

investment categories; they should be consistent with rural development or agricultural

sector programme analysis; they should provide rankings of individual investment projects;

they should be understandable to most policy makers who review the sector or project plans;

and, finally, they should take into account multiple economic and social objeotives and,

thus they should be amenable to a multidisciplinary approach to project analysis. With the

present short supply of trained economists and the low quality of the basic statistical infor-

mation, the Little-Mirrlees/UN1D0 social cost-benefit analysis does not seem to meet many of

these tests.

First, concerning measurability, it is clear that most current appraisals are conducted on

the basis of expert judgements (educated guesses) of the values of many project technical

and economic parameters. This will continue to occur in years to come because the prospects

of obtaining an independent, reliable data base for the massive application of cost-benefit

analysis do not seem goodej Also, that which is possible for a single project is not always

possible for a large number of projects. A set of deoision oriteria is required, either

partial indicators or social cost-benefit ratios, which oan be applied on the basis of expert

judgements and little information on the regions where 1:1,1 pro jeots are to be located. As

cost, price, production and market information improves, social oost-benefit analysis may be

viable in a larger number of oirovmstanoes.

Second, the deoision criteria for rural development projects should be suitable to a

wide variety of projects as well as economio and social sectors. Rural development projects

generall contain a complicated mixture of sectors, subsectors, investments and annual expen,.

ditures; decision criteria that would permit an improvement in their design will have to

be compatible with these diverse subseotors and sectors.

Third, it is necessary that the decision rules used for rural development projects

be integrated into the regional and sector, agricultural and industrial planning processes.

This means that the deoision rules would permit policy makers to rank the rural development

projeots along with other national development alternatives. The sector and regional plann-

ing authorities should be able to incorporate the projects into the budgetary process and to

understand their economic and social impacts to the greatest degree possible. Short of

rather complicated general equilibrium or multi-level planning models (see the models

developed for Mexico (86) and the Ivory Coast (33) )9 it is difficult to imagine that mul-

tiple objective sooial cost-benefit analysis will be integrated into sector and regional

planning in the foreseeable future.

Fbr example, physioal yield data, farm costs of production, the effeots of soil conserva-

tion schemes among others may not ever be amenable to estimation except on a pilot or

experimental basis.

y Two recent examples of complex rural development programmes and projects include the

Mexican PIDER and the Colombian DRI.
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FOurth, the proposed decision criteria must be used to establish the optimum pro jeot

mix within regions or within regional development programmes, determining the distribution

of investment funds among directly productive and productive support activities and social
infrastructure. When there is abundant information and trained specialists, programming

models may be used for this purpose. The knowledge provided through social cost-benefit

analysis of multiple objective effects will be extremely limited in most circumstances.

Fifth, the decision criteria should be useful to a multidisciplinary team of project

designers and planners, allowing for the participation of all disciplines - economic, social,

financial and technical - in the design and organization of the project. An evaluation tee-

nique that is the sole purview of a limited group of technicians, such as economists, will

not likely receive the support needed to be adapted to a large number of project appraisals.

Six, an essential characteristic of the decision criteria ie that they are understand-

able to policy makers who make the final investment and expenditure decisions. While mush

time and effort has been given to the simplification of evaluation techniques, they are still

a mystery to most policy makers. Concepts such as shadow prices, conversion factors, the

accounting rate of interest, and the consumption rate of interest are not familiar to most

of them.

Finally, it is essential that decision criteria be applied with the understanding

that a gradual improvement in evaluation techniques will be made; techniques which are use-

ful during the next decade will be replaced, on a larger scale, by more sophisticated social

cost-benefit analyses. A possible sequence of improvements might be the following: begin

with current methods (Which are, primarily, financial evaluations with added elements of an

economic evaluation); gradually improve the economic evaluation for single projects, particu-

larly, large scale projects which place major demands on the public budget; introduce simple

indicators for the planning and evaluation of projects for multiple objeotives and multiple

sectors; adopt simple programming techniques such as goal programming to project and sector

analysis; apply the complete social aost-benefit analysis to more sectors and to more pro-

jects; and, finally, undertake full scale social cost-benefit aaalysis and general equili-

brium multi-level programming by sectors and regions. There are evaluation techniques

suitable to each of these stages. However, the pre-conditions needed to apply them all are

not extant. Decision criteria are needed Which apply to rural development projects having

multiple objectives.

The current challenge in most developing countries is to apply appraisals without

great budgetary cost and using presently available data. The economist should take a more

modest stance. Rather than pushing for the application of optimal investment criteria, he

could provide a greater service by developing techniques which can be used without large

changes in today's public agency staffs and budgets.
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3. ALTERNATIVE ISSUES IN CHOOSING INVESTMENT CRITERIA

3.1 The Main Issues

The purpose of the present section is to examine the use to which investment criteria

will be assigned in the evaluation of rural development projects. This use derives from the

issues which have been mentioned relating to the ultimate pruposes of rural development pro-

jects. The form that the analysis takes will depend upon the follawing principal contrasting

elements: (1) financial versus economic analysis; (2) the measurement of multiple objectives

and their weights versus single objectives; (3) constraints on the analysis, particularly

institutional constraints versus unconstrained cases; (4) design versus project ranking, and

(5) project versus regional programme planning.

3.2 Financial versus Economic Analmisj

In traditional cost-benefit analysis practitioners tended to rigidly separate finan,

cial and economic analyses. The former, among other things, is concerned with the

commercial profitability of a project, while the latter is germane to improving the alloca-

tion of resources. As a consequence of incorporating income distribution and equity con-

siderations into social cost-benefit Rnalysisp a linkage between financial and economic

analysis is made. Thus, the financial analysis, which treats the distribution of payments

and repayments, and sources and applications of funds, is the major tool for tracing the

incidence of benefits and costs of a particular project; financial analysis is now more

important than a mere indicator of the capacity of the project beneficiaries to repay loans.

This is especially crucial to the design of rural development projects.

3.3 Multiple Objectives

One of the perplexing problems in economic and financial analysis is how to systema,

tically introduce multiple goals into project design. This problem haz been broadly examined

by Norton, Bassoco, and Silos (86), Sfeir-Younis and Bromley (106), Papandreau and Zohar

(89), and McGaughey and Thorbecke (75, 76). Other specific applications of multiple objec-

tive analysis are discussed later in relation to specific investment criteria.

Multiple objectives may be introduced in several ways. One way is to specify

explicitly the separate partial impacts of projects on one or another economic and social

objective. The purpose of this approach is to emphasize the individual effects of a project

without combining them into a single measure. As long as decision making is limited to a

few pro jects, regions and objectivesp mathematical programming models may be an appropriate

technique for introducing multiple objecttves and selecting priorities, but the number of

circumstances in Which the models can be applied seems rather limited, especially if the

main purpose is to design a comprehensive (national) rural development programme.

:V This issue is treated in Economic Analysis of Ferestry Projectsp FLO Ferestry Paper

No. 17.
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In addition to the problem of how to combine multiple economic objectives, regions

and projects in a consistent faáhion, a further complication is how to set welfare or

preference weights on these objectives. This is, if a policymaker can identify, for

example, four objectives, it is clear that he might not place equal importance on all of

the objectives. It is more likely that greater weight might be placed on one or two princi-

pal objectives, assigning less significance (or weight) to "secondary' objectives.

In later sections an effort is made to design simple systems to incorporate multiple

objective weights into the evaluation and design of rural development projects. Fbur economic
objectives are considered: (1) an inorease in production and income in rural areas; (2) an
increase in remunerative employment and an inrprovement in the income distribution; (3) the

attainment of an improved regional balance in growth and development; and (4) an increase in

foreign exchange earnings.

An increase in income, consumption and value added - one of the most important objec-

tives of economic analysis - is referred to as the economic efficiency objective. If projects
are chosen solely on the basis of the efficiency goal, there is no guarantee that beneficiar-

ies of the investment programme will represent the lowest income groups. Indeed, if one were
to select projects only on the basis of the efficiency goal then commercial agricultural

producers with access to financial resources and other assets often would be the main bene-

ficiaries. Usually, rural development projects are designed with a particular beneficiary

group in mind, so the "second-best" efficienoy objective is to maximize the net benefits of

the beneficiary group within a certain project area. However, planners may be disappointed

to find that the opportunity costs associated with investments for increasing the benefits

to smallholders and other poor rural inhabitants may be high.

The goal of increasing the amount of remunerative employment from the project invest-

ments is closely related to the income redistribution effect. This goal is so much akin to

the income redistribution goal that several authors, including Marglin (80), have argued

that the employment objective is a surrogate for the income redistribution goal. They

emphaisze that employment is not desired for its own sake, but rather as a vehicle for

increasing income and welfare.

Various dimensions of the problem will have to be considered to introduce employment

indicators. A distinction must be made between permanent and seasonal agricultural and non-

agricultural, high-paid and low-paid employment, and the preferences of policywmakers for

employment creation at different points in time. These differences are not always directly

dissaggregated in social cost-benefit analyses since equity considerations are introduced in

the form of welfare weights on the benefits and costs of the low income beneficiaries.

Therefore, one advantage of using partial indioators of project performance is that these

qualitative features of employment can be explicitly enumerated.

Rather than taking employment as a substituto measure of income redistribution effects,

an alternative is to take the direct effects of a project on the prevailing regional income
distribution. Procedures for treating income distribution consequences have been fully dis-

cussed by, among others, Balassa (5), Byerlee (16), Herberger (39), Kálter and Stevens (61),
Little and Mirrlees (70), UNIDO (117).
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The promotion of regional economic balance is another important eoonomio objective,

i.e. promoting backward regions relative to regions Which have attained acceptable levels

of per capita income. This difference is more than the mere distinotion between promoting

development in rural as opposed to urban areas. There may be urban areas in backward

regions Which have an important role to play in the income growth of the poorest income

groups in surrounding rural areas. Three major policy questions dominate the issue of

regional economic balance. First, there is the desire on the part of national authorities

to achieve greater diversification to improve the terms of trade between agriculture and

industry, from one region to another. Secondly, the government may want to change the

regional location of an activity, partioularly rural development activities; direct or in-

direct government influence can be used to achieve a desired locational mix of rural develop-

ment activities. Thirdly, allocations might be made among regions to maximize the opportuni-

ties for further longterm growth.

Improving the balance of payments is one of the most widely propounded economic

objectives in less developed countries. It is also a goal Which is extremely difficult to

interpret at the project level expecially when considering single projects. The objective

might be stated in terms of maximizing the net foreign exchange benefits of a project,

increasing the exports of specific items or substituting the imports of others. Such

objectives are introduced in project evaluation via the introduction of a foreign exchange

Shadow price.

3.4 Institutional and Related Concerns

Project appraisal must proceed under a gamut of constraints which limit the scope

and ultimate effectiveness of a project both for the executing agencies and the beneficiaries.

To the extent possible, project appraisal methodologies should help identify and quantify

these constraints, to determine the consequences of eliminating the most important ones.

The task becomes more complex for rural development projects in which there are constraints

which, in effect, cut accross many subsectors in several regions. LikeWise, there are con-

straints which are national in scope not originating in a particular region or sector which

may alter the ambianoe in which the project functions. These conatraints can be divided

into (1) financial, (2) human and manpower, (3) institutional and administrative, and (4)

social categories. This categorization is not a complete one.

Financial constraints refer to limits on the availability of funds for project fixed

and working capital and operating expenditores. The national treasury limits the amount of

funds which go to the various ministries while sector (e.g. education, transportation,

health) allocations limit what might be available to a particular rural development project

or region. Without a national political decision there is little that can be done to alter
these national financial constraints. At the regional and local level, project authorities

may have greater access to funds such that, for example, crop and livestock lending at the

local level can be redirected to the beneficiaries of an indicated rural development project.

These possibilities will depend upon the circumstances prevailing in each country where rural
development projects are being exeouted. It is important in project evaluation that the type

of funds constraining project execution be determined. But little can be done by project

authorities to change fundamental constraints although the purpose of designing rural develop-

ment projects per se is to coordinate the assignment of public funds for specific projects

within specific regions Where such coordination did not occur before.
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into (1) financial, (2) hlllIl8ll and manpower, (3) institutional and administrative, and (4) 
sooial categories. This categorization is not a complete one. 

Financial constraints refer to limits on the availability of funds for projeot fixed 
and working capital and operating expenditures. The national treasury limits the amount of 
funds which go to the various ministries while sector (e.g. education, transportation, 
health) allocations limit what might be available to a particular rural development project 
or region. Without a national politioal decision there is little that can be done to alter 
these national finanoial constraints. At the regional and local level, project authorities 
may have greater acoess to funds such that, for example, orop and Ii vestook lending at the 
local level oan be redireoted to the benefioiaries of an indicated rural development project. 
These possibilities will depend upon the circumstances prevailing in each country where rural 
development projects are being exeouted. It is important in project evaluation that the type 
of funds constraining project exeoution be determined. But little oan be done by project 
authorities to change fundamental oonstraints although the purpose of designing rural develop­
ment projects per se is to coordinate the assignment of public funds for specific projects 
within speoific regions where such coordination did not ocour before. 
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Financial constraints are accounted for in project appraisal through the oonventional

flow-of-funds analysis and by an analysis of the incidence of expenditures on beneficiary
groups within the economy. Thus, certain beneficiarios may be required to repay relatively

more than °there so that the allocation of project funds will have differential effects on

the beneficiaries' income distribution*

A second fundamental project constraint relates to the availability of trained

¡specialists and other manpower categories for project execution. When suoh human resources

are not available, a training programme must be undertaken with the oost generally attributed

to the project. Start-up and execution time for the project will likely be lengthened* Or
if the projeot draws trained manpower away from other activities, then extraordinary funds

may have to be assigned to pay these specialists at wage rates that are sufficiently attrao-
tive for them to make the changes. Rural development projects involve redirecting the use
of existing public sector specialists to the new projects as well as requiring additional
numbers of specialists becauseof the overall inorease in project activity and financing.

Such manpower constraints will have to be incorporated into the project cost estimates and

specific indicators of projeotlabouruse will have to be obtained in order to compare rural
development project needs.

Institutional problems are the most pervasive and abstruse project constraints as
well as the most difficult to alleviatee They take so many forms that the category -

institutional constraints - is probably too extensive. Rather sub-categories including

structural features, personnel management, financial management, technical management, and

overall administration procedures have to be oonsidered to fully define the nature of the
institational problem*

Structural problems refer to whether the institutional framework is compatible with

the project design and objectives (obviouely, project design and objectives have to be

adjusted to the institutional structure as well, but here we are conoerned with the obverse
of this proposition). If a project involves the active participation of local beneficiaries

in its design and execution, it is likely that the decentralization of public services will

have to be undertaken to be oonsistent with this kind of project organizationa Likewise, if

a particular basic, service is supplied by several competing offices, then it might be

necessary to consolidate their functions under a single responsible agency. The decentrali-

zation of government activities can in itself add to costs and this will have to be balanced
with the expected benefits.

Personnel management which improves the utilization of the skills of all agency and

project employees is needed for successful projeot implementation. Personnel standards are
often different among the several agencies involved in the execution of a rural development
programme and they may have to compete for staff because of different salary levels among

the agencies or becauee of staff dissatisfaction from similarly qualified professionals
being paid different salaries for the same work requirements.

Finanoial management and administration is crucial to the smooth functioning of a
project to ensure that materials and operating snpplies are provided at the location and at

dhe rate which is concomitant with staff execution capacity. Information on the length of
the production cycles and operating funds demands are the basis for the estimates of the
requirements for working capital and other finanoial resources. Indioators of the

efficiency of the internal use of the financial funda and the viability of funde manage-
ment should be obtained.
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The technical staff of an institution needs extra guidance as new projects, such as

rural development projects, are initiated. The staff may be unacoustomed to work with the

new beneficiary groups and also may not be familiar with sharing project design and execution

control. This situation requires special skill, tack and understanding on the part of the

technical managers. When project staff have to be geographically shifted or when their

functions radically change because of the introduction of a new project, then these changes

should be quantified.

The administrative procedures which bear on Whether a project is successful or not

are not easily identified. Whether internal administrative coordination among major sub-

divisions takes place has a direct bearing on the coordination of the separate projects

components. It is clear that one cannot quantify such relationships and only with a long

historical perspective on the performance of the agency in a region can one see where the

improvements must be made.

Institutional weakness tends to be used as a catchall category referring to a large

number of problema endemic to most newly evolving agencies, including social9 political and

economic problems. While it may be easy to prescribe internal administrative improvements,

they will only take place gradually over a long period in which staff is trained and new

relationships established. Project evaluators must look to the internal capacity of agencies

before introducing complex procedures which take up the time and resources of these agencies.

Social constraints refer to those broad classes of problems deriving from historical,

cultural, behavioral and anthropological features of a society which affect the anticipated

outcome of the project. Production systems, operating procedures, incentive and control

mechanisms must all be adjusted to the presence of such fundamental constraints. While

quantitative project evaluations provide little direct information on these features, it is

essential that sociological studies be undertaken before the basic project benefit and cost

flows can be constructed, because such flows subsume the economic and social system. The

need to understand the social dynamics of an investment project is especially important for

rural development projects in which contact with the rural poor is being made on a scale

previously unknown to public agencies.

3.5 Designing and Ranking

While the recommended way to evaluate and select a project is to apply a single

criterion to its simultaneous designing and ranking, in practice, this often does not occur.

Separate agencies are responsible for the two activities - designing and ranking - and a

considerable period of time, even years, may divide the period in which these choices are

made. The designing of a project concerns the choice of its size (e.g. height of a dam,

length of a canal, number of beneficiaries, volume of waste treatment, volume of potable

water) and location within a region or district, as well as the timing of investments and

the choice of technology. The ranking of a project involves a comparison between one project

and another within a particular set of economic, political and social constraints so as to

make a "go, no-go" decision to determine the time sequence in Which the project might be

executed compared to other projects in the list.
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Project design is primarily a micro-oriented activity which relates technical,

eoonomic and social feasibility to determine a project's eventual characteristics. Local

beneficiaries may participate in the design process in rural development projects or the

basic project parameters may be handed down by a regional or national planning group.

Simple criteria are needed which allow for the comparison of project benefits and oosts at

an early stage, well before detailed information of a project's cost and benefit flows are

known. Thus, the final features of a project are often set very early during the long process

of design, selection and execution.

The second problem is to rank a project within a comprehensive basket of project

alternatives. Such ranking is often done at the national level and less frequently at
a regional level by multiseotoral planning groups, finance ministry or development corpora-

tion. While national development plans have evolved in many countries, there are few cases

in which social cost-benefit analyeis has been employed to rank a large number of projecte.

This occurs because, while for a single project there may be adequate detailed data to apply

the complete social cost-benefit analysis, there may be limited data for several other

projects. The most complex methods are effectively neutralized by only one important

project within the set which has less than a complete data base. Therefore, simplified

investment criteria are needed to compare projects even at a more advanced state of design

and preparation. Likewise, a large number of projects are often not available to rank at

aay moMent in time since projecte are oonsidered by planning authorities as they are

identified and studied.

3.6 Project and Regional Development Planning

Investment criteria should be construated as aids for regional and local economic

and social planning. Present day oriteria are espeoially acoomnodated to national planning

needs in countries mhere local and regional planning is still in an incipient stage. But

because of growing interest in rural development projects, which increaee local participa-

tion in social and economic planning, simplified and measerable investment criteria are also

a requisite for local and regional planners. While certain objeotives such as income dis-

tribution improvements and economio growth have their equivalents at the regional level,

methodological problems may be more severe at this level becauee of the limited data base

as well as the diverse viewpoints of local planners. Usually, objectives such as increasing

foreign exchange earnings are of segondary interest to local planners who are mainly con-

cerned with many factors which affect local benefioiary groeps. Hence, while if a preference

weighting scheme reflects national goals, it is probable that the preference weights of local

policy makers might be substantially different, even in the rather unlikely case in which

these two groups of policy makers are concerned with the same objectives. National

planners may be able to impose their preferences on the control of a large share of the

regional and local givernment's revenues.

It is difficult to balance the two desirable features of eimplicity and comprehensive-

ness in the same evaluation techniques and satisfy the needs of local rural development planners.

At the local level teohniques should capture the essenoe of the local social, economic and

political aspirations, providing clear indicators of projeot performance that are relevant

to local problems. Local notions of equity, income growth, preferred beneficiary groups and

desirable product lines and employment activities should all be meaeurable by the available

investment criteria. Furthermore, the ooncept of national economic parameters (33) (e.g.

shadow exohange rates and interest ratee) may have to be reviewed in light of the increasing

importance of regional and local planning aotivities.

_ 12-

Projeot design is primarily a mioro-oriented activity whioh relates technical, 
eoonomio and sooial feasibility to determine a projeot's eventual oharacteristics. Local 
benefioiaries may participats in the design process in rural development projeots or the 
basio projeot parameters may be handed down by a regional or national planning group. 
Simple oriteria are needed which allow for the oomparison of project benefits and costs at 
an early stage, well before detailed information of a projeot's oost and benefit flows are 
known. Thus, the final features of a projeot are often set very early during the long prooess 
of design, seleotion and exeoution. 

The seoond problem is to rank a project within a COmprshllDSive basket of projeot 
al ternatives. Such ranking is often done at the national level and less frequently at 
a regional level by muUiseotoral planning groups, finance ministry or development corpor&­
tion. While national development plan" have evolved in many oountries, there are few cases 
in whioh sooial oost-benefit analysis has been employed to rank a large number of projects. 
This ocours beoause, wh:l.le for a single pro jeot there may be adequate deta:l.led data to apply 
the complete sooial oost-benefit analysis, there may be limited data for several other 
projeots. The most oomplex methods are effectively neutralized by only one important 
projeot within the set whioh has less than a oomplete data base. Therefore, simplified 
investment oriteria are needed to oompare projeots even at a more advanoed state of design 
and preparation. Liloowise, a large number of projeots are often not available to rank at 
any moment in time since projects are considered by p:..aoning authorities as they are 
identified and studied. 

3.6 Projeot and Regional Development Planning 

Investment ori teria should be constructed as aid.. for regional and local eoonomio 
and social planning. Present day oriteria are espeoially accommodated to national planning 
needs in oountries where local and regional planning is "till in an inoipient stage. But 
beoause of growing interest in rural development pro jeo1is, whioh inorease looal pertioip_ 
tion in sooial and eoonomio planning, simplified and measurable inve"tment oriteria are also 
a requisite for looal and regional planners. While oertain objeotives such as income dis­
tribution improvements and eoonomio growth have their equival ents at the regional level, 
methodologioal problems may be more severe at this level beoause of the limited data base 
as well as the diverse viewpoints of local planners. Usually, objeotives such as increasing 
foreign exohange earniDge are of seoondar;r interest to looal planners who are mainly con­
cerned with many factors whioh affeot looal benefioiary groups. Hence, while if a preference 
wei8hting scheme refleots national goals, it is probable tl:&t the preferenoe weights of local 
po lioy II&kers might be substantially different, even in the rather llIllikely case in whioh 
these two groups of polioy makers are conoerned With the s&me objectives. National 
planners may be able to impose their preferenoes on the oontrol of a large share of the 
regional and looal givernment's revenues. 

It is diffioult to balanoe the two desirable features of simplioity and comprshensiv&­
ness in the same evaluation techniques and satisfy the needs of local rural development planners. 
At the local level techniques should oapture the e"senoe of the local sooial, eoonomic and 
political aspirations, providing olear indicators of projeot performance that are relevant 
.to looal problems. Looal notions of equity, inoome growth, preferred beneficiary groups and 
desirable product lines and employment activities should all be measurable by the available 
investment criteria. Furthermore, the concept of national economio parameters (33) (e.g. 
shadow exohange rates and interest rates) may have to be reviewed in light of the increasing 
importance of regional and local planning activities. 



l3_

The separate viewpoints of national, regional and local public authorities should be

explicitly introduced into project analysis because of their different perceptions of

project benefits and costs. A benefit to a national planner (e.g. greater national employ-

ment) may be viewed as irrelevant to a regional project planner (because the employment does
tot fall within his region) or viewed as a cost'(if revenues in the regional plan are used to pay

for the amployment generating activities). In the same example, elseWhere, a local munici-

pality may have to incur local health and other social infrastructure expenditures because

of the new residents attracted by the new investment opportunities. Hence, what is a cost

(benefit) to one group may be a benefit (cost) to another. Project planners will, therefore,

have to use great oare in defining project net benefit flows in terms of specific points of

view.

4. SINGLE OBJECTIVE MEAS1.RES1

4.1 The Objective

The principal economic objectives associated with national and seotoral level planning

generally include (1) the income or efficiency objective,: (2) the employment and income dis-

tribution objeotive, (3) the foreign exchange earnings objective and (4) the regional growth

objective. Other objectives such as price stability, properly pursued by monetary and fiscal

policies, are not considered in project appraisal. While a project may contribute to price

instabilitylthere is no way this effect can be measured using present eoonomic techniques.

Rural development projects are specifioally atuned to promoting national inoome growth and

redistribution as well as correcting strong regional imbalances in 2.2r capita income and

social services. The goal of increasing foreign exchange earnings may enter the choice of

projects activities even though a rural development project may not have strong, positive

balance of payments effects.

JI This and later sections are substantially based on approaches presented in McGaughey and

Thorbecke (75), as well as Papandreou and Zohar (89).

yProject evaluation criteria have been thoroughly considered by project practitioners. This

topic is covered in a variety of books, manuals and articles on the subject including

economic and financial writers, especially in FAO's Economic Analysis of Forestry

Pro'ects and bookn by Gittinger (32)1 Little-Mirrlees (70), UNIDO (117), and Roemer and

Stern (96). The three criterion are: (1) the discounted present value criterion; (2) the

benefit-cost ratio (a version of the present value criterion); and (3) the internal rate

of return. They permit a comparison of the net benefit flows of alternative projects (or

designs) by incorporating the comparison of net benefits received at different points of

time.

It is recommended here that a version of the present value criterion such as the benefit-

cost ratio be used in ranking rural or agricultural development projects. This seems

most appropriate for the design of rural development projects, especially if there is a

large number of alternatives that have to be ranked, a severe budget constraint, project

components are from greatly varying economic subsectors, and if many of the component

parts are likely to be fairly divisible.
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In the following sections each of the distinct economic and social objectives will

be considered and individual indicators will be constructed which measure the effects of

individual projects. The single objective criterion for each will be developed on the

assumption that practitioners may confront a wide variety of circumstances in which data

are severely limited at the early stage of project design. Fbr later refined feasibility

analysis it can be expected that the economic and social data will be more abundant and,

consequently, more complex investment criteria may be applied to measure simultaneously the

impacts of the projects on the several social and economic objectives.

4. 2 The Liconle 'ective

This objective is to maximize the income or consumption contribution of the project

te the economy. The objective may be measured on the basis of present value criterion

using shadow prices. The total benefits of a project are the real income flows received

by the beneficiaries. Thus, a rural development project has direotly productive activities

which result in increases in net farm incomes, increases in incomes to those providing market

or agricultural credit services and indirect increases in incomes from rural education,

health or other social services. It is exceedingly difficult to estimate the long-term

income effects of a rural education programme. If these net income flows can be estimated,

then they belong as a part of the total benefit flows of the project.

First, determine whether the project is feasible given an interest rate for computing

the present discounted value of the net income benefits of the project. Secondly, follow

the standard procedures outlined in the project evaluation manuals. If the project has a

net positive present value or if its internal rate of return exceeds the opportunity costs

of funds reflecting the capital constraint, then the project can be considered feasible in

terms of the income objective. It is recommended here that some value criteria should be

applied on a trial and error basis. Fbr the purpose of ranking project alternatives it is

recommended that the net benefit-cost ratio be applied to rural development projects.

Depending upon the circumstances of available data or the detail of the required project

design, four alternative forms of the benefit cost...ratio can be used to rank projects in

erms of the national income objective. These are:I
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PV1 (Ft) = PVi (B1 + B2 + B3)

and

FV1(X) means the sum of the present discounted values of gross production XI each year tt
at interest rate i.
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are severely limited at the early stage cf project design. Fbr l ater refined feasibility 
analysis it can be expected that the economic and social data will be more abundant and, 
consequently, more complex investment criteria may be applied to measure simultaneously the 
impacts of the projects on the several Booial and economio objeotives. 

4.2 The Income (Efficiency) Objective 

This objective is to maximize the income or consumption contribution of the project 

to the economy. The objective may be measured on the basis of present value criterion 
using shadow prices. The total benefits of a project are the real income flows received 
by the beneficiaries. Thus, a. rural development project has directly productive activities 
which result in inoreases in net farm incomes, inoreases in incomes to those providing market 
or agricultural credit services and indireot increases in incomes from rural education, 
health or other social services. It is exceedingly difficult to estimate the long-term 
income effects of a rural education programme. If these net income flows can be estimated, 
then they belong as a part of the total benefit flows of the pro ject. 

First, determine whether the project is feasible given an interest rate for compttting 
the present discounted value of the net income benefits of the project . Secondly, follow 
the standard procedures otttlined in the project evaluation manuals. If the project has a 
net positive present value or if its internal rate of return exoeeds the opportunity oosts 
of funds reflecting the capital constraint, then the project can be oonsidered feasible in 
terms of the income cbjective. It is recommended here that some value criteria should be 
applied on a trial and error basis. Fbr the purpose of ranking project alternatives it is 
recommended that the net benefit-cost ratio be applied to rural development projects. 
Depending upon the circumstances of available data or the detail of the required pro ject 
design, four alternative forms of the benefit oost-ratio can be used to rank projects in 
terms of the national income objective. These are:Y 

X 
?v. (X

t
) 

1 --= 
(It) I ?v. 

1 

(1) 

V ?Vi (Xt - 0t) --c 
?Vi (It) I 

(2) 

B ?Vi (Xt - Ct) 
--= 

?Vi (It) C 

SlIP = ?Vi (Vt - D) ?v. (F
t

) 
+ s 1 

?v. (It) ?v. (It) 
1 1 

Y ?Vi (X) means the sum of the present discounted values of gress production X, each year t, 
at interest rate i. 
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Terms are defined:

Xt . gross production, year t;

It . fixed investments, year t;

Ct = operating costs, year t;

Vt . domestic value added, year t;

Dt
domestic operating costs, year t¡

C . purchased inputs other than labour and land, year tf

F net foreign exchange effects, year t; and

s . the ratio of the difference between the shadow and official exchange

rate to the official exchange rate.

The ratio shown in equation (1) is the output-capital ratio - the value of the gross pro-

duct ion in each year Xt and the fixed investment outlays in each year t, It, discounted at

rate i. This ratio is appropriate only when little project information is available. It

may even occur that project practitioners will have to employ an undiscounted version of

this ratio in the oreliminary selection of project designs. While one can agree that this

ratio is not justified under most circumstances because it excludes project 'posts, it may

occur that due to lack of farm budgets and other basic cost data, analysts would be forced

to rely upon this simple output-capital ratio.

A second indicator of the income objective is the ratio of project value aided to

investment expenditures. This relationship is shown in equation (2) as the ratio of the

present discounted value of gross production less purchases to the present value of the

project investments. This ratio measures the direct contribution per dollar of Investment

expenditure in the project. Shadow prices should be included if they are available.

It can be expected that the shadow prices will not easily be obtained. If the national

or sector planning authorities have supplied shadow prices to the project analysts then, of

course, they can prooeed to undertake a more complete oost-benefit analysis as shown in

equation (3), if all project cost and benefit components are known. This is the well known

ratio of the present value of net benefits of a project to the present value of the capital

expenditures including adjustments for the shadow prices of foreign exchange and labour, as

well as the social opportunity oost of capital. The ratio may be used to obtain a ranking

of investment projects acoording to the income objective.Y

Y The preferred form of the benefit-cost ratio is the "net" ratio; in the numerator are

the net variable benefits accruing to beneficiaries during the project's operation and

the denominator contains all fixed cost entering the budget constraint including all

initial investments.
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I • fixed investments, year t; 
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c • operating oosts, year t; 
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the net variable benefits accruing to beneficiaries during the project's operation and 
the denominator oontains all fixed oost entering the buiget oonstraint inoluiing all 
initial investments. 
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A form that may be used to analyse the income or efficiency contribution of a project

is the Social Marginal Produotivity criterion (SMP) introduced nearly twenty years ago by

Chenery (20). The criterion, while similar to the benefitcost ratio, separates the balance

of payments effect of the project from the domestic value addedinvestment ratio. The SMP
is defined as the ratio of the domestic value added to the capital expenditure plus the

balance of payments effect per dollar of investment expenditure adjusted by an appropriate

shadow exchange rate. The balance of payments effeot CO is made up of three elements which

indlude, Bl, the indirect and direct effects of the investment expenditures, B2, the direct

effects of the project's operation and B3, the indirect operating impact of the project.

4.3 Employment and Inoome Distribution Ob ectives

The objectives of increased employment and an improved income distribution may be

treated separately or as oomplementary goals. While it is possible to conceive of circum,
stances in which the two objectives are at odds, e.g. that greater employment may produce

a more unequal income distribution or an improved income distribution may result from less

employment it is assumed here that employment and the income distribution are complementary

goals. Thus, the creation of greater employment in rural areas would lead to an improved

income distribution and in circumstances in which the precise regional income distribution

is not known, it is possible to use an employment performance indicator as a substitute for

the income distribution indicator. Since rural development projects are designed to benefit

the low income sector then greater employment and income in this sector will, paripassu,

produce an improved regional income distribution. The employment or income distribution

indicator should be a ratio of employment or income distribution improvements to the initial

capital expenditures or other relevant financial constraints.

Initiating the discussion with the employment objective (a surrogate of the income

distribution objective), several considerations must be kept in mind in applying employment

creation indicators for the purposes of ranking rural development projects. First, consider-

ation should be given to separating employment into that produoed during the initial stage

in which the infrastructure and other facilities are being installed; this employment can

be thought of as temporary compared to the employment generated during the project's operat-

ing phase. This does not mean that public works employment is undesirable, rather that as

the public works are completed within a region, the volume of this type of employment

declines rapidly. It is possible that unskilled, semiskilled and skilled workers employed

on the construetion may be able to obtain other employment once the irrigation projects and

marketing facilities, research facilities, and educational programmes are underway. But it

also may occur that oonstruotion workers will not be able to obtain permanent employment,

except for a few agricultural labourers who participated during the construction of the

infrastrusture.

-16 -

A form that may be used to analyse the inoome or effioienoy contribution of a project 
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ation should be given to separating employment into that produced during the initial stage 
in whioh the infrastructure and other facilities are being installed; this employment can 
be thought of as temporary compared to the employment generated during the project's operat­
ing phase. This does not mean that publio works employment is undesirable, rather that as 
the public works are completed within a region, the volume of this type of employment 
deolines rapidly. It is possible that unskilled, semi-skilled and skilled workers employed 
on the oonstruction may be able to obtain other employment onoe the irrigation projects and 
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Where:

Lo . employment of skilled and semi-skilled (poor) workers during the operating phase.

Lc = employment during the construction phase.

t
= the total fixed investment outlay.

Xt . the gross output of the project.

Another appropriate measure substituting for output might be project value PAded of

other indicators such as net project income. The employment generated by the project should

be discounted at an interest rate which reflects the urgency or the impatience (time prefer-

ence) of public authorities in creating employment at different points in time. It may be

that the interest rate applied to the employment ratio will be higher (lower) than the

interest rate applied to the discounting of the consumption flows of the project dependinE

upon the rate of time preference for these benefits, although Lal (63) argues that they

should be equal.

It is necessary to separate the employment created during the operating phase from

the employment generated during the construction phase since they will involve different

technological choices affecting the labour intensity of the project. It is also clear that

the direct labour-capital ratio does not take into account the indireot employment generated

in a region from a rural development project; in order to estimate the indirect employment

impacts of a project, input-output tables and employment multipliers may be used to trace

first, second, third, and fourth round employment effects within a region. If the input-

output table is available the labour-capital ratio of equation (5) could be expanded to

include a third element in the numerator - the present value of the net indirect employment

created. The labour-capital ratio is simply interpreted: a project with a larger labour-

capital ratio is more desirable to public authorities than one with a smaller ratio.

Accordingly, when comparing projects that produce similar outputs, with similar capital

expenditures, then a labour-output ratio as shown in equation (8) wouad be appropriate for

a comparison of project investments.

In a study of irrigation projects McGaughey and Thorbecke (75) found that the bulk

of employment created by the projects occured during the operating phase and the employment

created during the construction phase was around one-third of the employment obtained during

the operating phase. It is not difficult to imagine that, through experience, project

planners will be able to establish a rather definite idea as to what the employment-capital

ratios are likely to be for different types of projects using alternative technologies,

making it possible during the design phase, to eliminate projects which are grossly inferior

in their generation of employment opportunities for unskilled, poor labourers.

PRI -
(N° + 1,1°)

(rI + C) (9)

Where: 
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L
O
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O ~ employment during the oonstruction phase. 

I = the total fued investment outlay. 
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x ~ the gross output of the projeot. 
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Another appropriate measure substituting for output might be projeot value added of 
other indicators such as net projeot inoome. The employment generated by the project should 
be discounted at an interest rate whioh reflects the urgenoy or the impatienoe (time prefer-­
ence) of public authorities in oreating employment at different points in time. It may be 
that the interest rate applied to the employment ratio will be higher (lower) than the 
interest rate applied to the discounting of the consumption flows of the project depending 
upon the rate of time preference for these benefits, although Lal (63) argues that they 
should be equal. 

It is necessary to separate the employment created during the operating phase from 
the employment generated during the construction phase since they will involve different 
teohnological choioes affeoting the labour intensity of the projeot. It is also clear that 
the direot labour-oapital ratio does not take into account the indireot employment generated 
in a region from a rural development pro ject; in order to estimate the indireot employment 
impacts of a project, input-output tables and employment multipliers may be used to trace 
first, second, third, and fourth round employment effects within a region. If the input­
output table is available the labour-oapital ratio of equation (5) could be expanded to 
inolu:l.e a third element in the numerator - the present value of the net indirect employment 
created. The labour--oapital ratio is simply interpreted: a projeot with a larger labour­
capital ratio is more desirable to public authorities than one with a smaller ratio. 
Aocordingly, when comparing pro jeots that produce similar outputs, with similar capital 
expenditures, then a labour-output ratio as shown in equation (8) would be appropriate for 
a comparison 0 f pro ject investments. 

In a stu:l.y of irrigation pro jeots lIoGaughey end Thorbeoke (75) found that the bulk 
of employMent created by the project~ oooured during the operating phase and the employment 
oreated during the oonstruction phase was around one-third of the employment obtained during 
the operating phase. It is not difficult to imagine that, through experienoe, project 
planners will be able to establish a rather definite idea as to what the employment-oapital 
ratios are likely to be for different types of projeots using alternative teohnologies, 
making it possible during the design phase, to eliminate projects which are grossly inferior 
in their generation of employment opportunities for unskilled, poor labourers. 

PRI = 
(rI + C) 
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The poverty redressal index (PRI) of equation (9), proposed by La]. (63), is an

annual employment/project cost ratio showing the number of poor people employed by a project

during the construction (e) and operating (e) phases per dollar of project costs, consist-

ing of the equivalent annual investment and depreciation costs (rI) plus the equal annual

variable operating costs (C). The initial investment, 12 is converted into an annaul

equivalent by the factor 1,, which reflects the social rate of return to investments and

the annual capital maintenance and replacement costs; the initial employment contribut ion

is also transformed into an annual equivalent by the time preference rate it for present

and future consumption. The larger the ratio PRI the more people benefit from a project,

hence a project Which provides a larger number of employment positions for the same or

larger wage and investment bill is preferred to a project which provides few employment

slots at a smaller wage and investment bill.

If there are data on the size distribution of income by regional and national level,

it may be possible to adopt more direct measures of the effect of investments on the distri-

bution of income. The most direct approach is that used by Kalter and Stevens (61) who

trace the distribution of project costs and benefits to each individual income class within

the region and show the net redistribution benefits of each income class, as the difference

between the direct benefit that is received from the project and the direct and indirect

outlays that the different income classes are required to make in reimbursing the project

costs, directly and through taxes. Other measures of income distribution can be used for

the appropriate project rankings and comparisons. Szal and Robinson (112) have surveyed

the available income distribution measures. Of those reviewed, the ones that seem most

appropriate for the evaluation of rural development projects incide the following: (1)

the Gini coefficient; (2) the (so-called) Population in Relative Poverty index defined as

the percentage of the population having less than onehalf of the median income; (3) the

Maximum Equilization Percentage defined as the share of aggregate income that needs to be

redistributed to the lowest income groups in order for the distribution of income to be

perfectly equal or, alternatively, the proportion of total income that must be transferred

from those above either the mean income or the poverty income in order for those below the

poverty level to have their income increased to a level equal to the poverty cut-off level;

inequality indexes which relate the mean income of those who have less than the national

mean income and the mean income of those who have more than the national mean income; and

indicators of regional beneficiary income expressed as a ahare of the total regional

income or the region's income accruing to the rural poor compared to a national average

income. If there is detailed knowledge of the size distribution of family, regional snd
national income before the initiation of a rural development project, then it would be

possible to indicate the extent to which any of these proposed indicators change consequsnt

to the project investments.Y

y It must be clearly admitted that detailed income distribution information is usually

not available although this situation may be gradually improving in some countries.
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The poverty redressal index (PHI) of equa.tion (9), proposed by La.l (63); is an 
annual employment/projeot cost ratio showing the number of poor people employed by a projeot 
during the construction (N") and operating (N") phases per dollar of project oosts, oonsist­
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Y It must be clearly admitted that detailed income distribution information is usually 
not available although this situation may be gradually improving in some oo1mtri8s. 
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Each of the individual income inequality measures will be considered in turn. First,
the Gini coefficient falls between zero when the income distribution is perfectly equal and

a value of one when the distribution is perfectly unequal.Y Therefore, an appropriate

measure of the impact of the project on regional or national income distribution is the pro-

portional reduction in the Gini coefficient per dollar of investment in the rural development

project. Projects which effect a larger proportional reduction in the Gini coefficient would

be considered more desirable than projects that makn an incrementally smaller reduction in

the Gini coefficient per dollar of investment outlay. Unfortunately, a weakness of this

measure is that the Gini coefficient osa be shown (see Szal and Robinson112-3to be equal

for several possible inoome distributions, allowing a shift in the distribution without

changing the numerical value of the Gini ooefficient itself. Likewise, Paglin (88) has

Shown the inadequacy of the traditional Lorenz ourve in refleoting a reasonable concept of

"equality".

Regarding the Population in Relative Poverty index (PRP) an appropriate project

indicator could be the reduction in the percentage of the population which has less than one-

half of the national median income per dollar of project outlay. Fbr the Maximum Equalize,-

tion Percentage, if the share of aggregate income needed to be redistributed to make the

income distribution perfectly equal (or to provide the lowest inoome with an income equal to

the average), is reduced by the project, then it can be argued that a net improvement in the

income distribution has oocurred. Consequently, the appropriate indicator would be the re-

duct ion in the share of aggregate income redistributed per dollar of expenditure on the

rural development program or project.

Another alternative is to utilise the inequality indexes whioh relate the average

income of individuals above the national mean and below the national mean income. Three

measures, Yp the average income of individuals below the national mean (i), and Ys the

average income of individuals above the national mean, can be related in the following

fashion:

u TrP
and (io)

Y Y

Y See Szal and Robinson (112) for a definition of the Gini coefficient.
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Y See Sza1 and Robinson (1l2) for a definition of the Cini ooeffi oient . 
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Equation (10) shows a relationship between the national mean and the mean income of

people who are below the national mean; this index ranges from u 0 when the national

mean and the below-national mean inoomes are equal, to a value of u 1 when there is perfect

inequality. Similarly, one can relate the average income of those above the national mean

(is) to those below the national mean by index w which ranges from a value of w 0 for per-

fect equality to w i when there is perfect inequality. It is suggested that an approaoh

might be to compare the indexes in a region before and after the development project and a

ranking found by showing the percentage reduction in the values of the coefficients u and w

per dollar of total outlay on the respective project or the per beneficiary dollar expendi-

ture in the respective regions.

Table 2 shows the inequality indexes of equations 11 and 12 for two regions A and B

in the year zero before the project begins and the year five after the first stage of the-

project terminates. Region A has the lowest per,capita income of 100 compared to region B

with a per capita income of 200 at the beginning of the period. Over the five-year period

the average income in region A increased 20 percent while the average income of the "above-

average" income groups (s) increased by nearly 7 percent and the income of the below-average

groups (p) increased by 60 percent. In region B the income of all groups is higher than

region A. The inequality indexes declined, oorrespondingly, by 11 and 10 percent in region

A and 20.0 and 15 percent in region B indicating, thereby, that the increase in incomes and-
the reduction in inequality was more substantial in region D than in region A.

This illustrateg a conflict in policy making that may occur in selecting rural

development regional priorities in situations sual as between A and B in the illustration.

Region A is clearly worse off than region By having a lower 22E capita income for all income

groups in years before and after the project investments. However, the incomes in region B,

especially of the lower income groups, rose much more than in region A. Therefore, if the

resource costs of increasing the incomes in region A and B are the same, the index of per-

formance, a ratio between the reduction in the inequality measures per dollar of expenditure,

would have given preference to investment in region B.

Thus, policy makers may have to decide on a less proportional reduction in inequality

by initially concentrating activities in the lowest income regions. This is a "merit want"

of the kind referred to by Marglin (80) Which derives from underlying political priorities

that go beyond the simple applioation of eoonomic investment criteria. A part of this con-

flict may be resolved by using a general indicator of project performance as shown in equa,

tion (12). This inequality index is defined as a ratio between the percentage reduction in

inequality as measured by the inequality index before and after the project investments, to

the per capita investment outlays (I) during the project's life. This Project Income Dis-

tribution index (PID) is posited as a direct measure of project performance that corrects

for regional population sizes and public expenditures that might be more cost-effective in

one region compared to another. Fbr example, assuming that region A (Table 2) has a popula-

tion of 500 000 and region B a population of 250 000 and each proje-et has a total cost (I)

of US$50 million; the as sapita outlays to raise the regional incomes from year 0 to year

5 are, respeotively? U3$100 in region A and US$200 in region B.
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Equation (10) shows a relationship beloween lohe n&tion&l mean and the mean inoome of 
people who are below lohe n&1iion&l mean; this indu ranges from u - 0 when the n&tion&l 
mean and. lohe belo_n&tion&l mean inoome!! are equ&l, 100 a _lue of u _ 1 when lohere is perfeot 
inequ&lity. Similarly, one oan relaloe lohe averege inoome of those above the n&tion&l mean 
(Ys) to those below the n&tion&l mean by index w whioh ranges from a v&lue of w - 0 for per­
fect equality to w. 1 when there is perfeclo inequ&lity. It is suggested that an approach 
might be to oompare the indues in a region before and. after the development projeot and a 
ranking found by shoving the peroentage reduction in the v&lues of the coeffioients u and w 
per dollar of total outlay on the respeotive projeot or the per benefioiary dollar expendi­
ture in the respeotive regions. 

Table 2 shows lohe inequality indues of equations 11 and 12 for lowo regions ! and 11 
in the year zero before the projeot begins and the year five after the first stege of the 
projeot termin&tes. Region! has the 10weslo per . oapita income of 100 oompared to region 11 
with a per capita income of 200 at the beginning of the period. Over the five-year period 
the aVer&gB income in region! increased 20 percent while the averege inoome of the "above­
averege" inoome groups (s) inoreased by nearly 7 peroent and the income of the belo_verege 
groups (p) inoreased by 60 peroent. In region 11 the income of all groups is higher than 
region!. The inequality indexes declined, oorrespondingly, by 11 and 10 percent in region 
! and 20.0 and 15 percent in region 11 indicating, thereby, that the inorease in incomes and 
the reduction in inequality was more SUbstantial in region 11 than in region !. 

This illustrates a oonfliot in policy making that may occur in selecting rural 
development region&l priorities in situations such as between! and 11 in the illustration. 
Region! is olearly worse off than region 11, having a lower per oapita income for all income 
groups in years before and after the projeot investments. However, the inoomes in region 11, 
especially of the lower income groups, rose much more than in region!. Therefore, if the 
resource costs of increasing the incomes in region! and 11 are the same, the index of per­
formance, a ratio between the reduction in the inequality measures per dollar of expenditure, 
would have given preference to investment in region 11. 

Thus, policy makers may have to decide on a less proportional reduction in inequality 
by initially concentrating activities in the lowest income regions. This is a "merit want" 
of the kind referred to by Marglin (80) which derives from underlying politioal priorities 
that go beyond the simple applioation of economio investment criteria. A part of this con­
flict may be resolved by using a general indicator of project performance as shown in equa.­
tion (12). This inequality index is defined as a ratio between the percentege reduction in 
inequality as measured by the inequality index before and after the projeot investments, to 
the per capita investment olrtlaye (1) during the project's life. This Projeot Inoome Dis­
triblrtion index (PID) is posited as a direot measure of project performanoe that correots 
for regional population sizes and publio expenditures that might be more cost-effeotive in 
one region compared to another. For example, assuming that region! (Table 2) has a popula­
tion of 500 000 and region 11 a population of 250 000 and. each project has a total cost (I) 
of 15$50 million; the per capita olrtlaye ~ raise the region&l inoomes from year 0 to year 
5 are, respeotively, 15$100 in region! and 15$200 in region 11. 
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Table 2, Project Inequality Indices and Regional Ranking

PID* - - 75

Notation: See discussion in text of equation (10), (11) and (12)

* converted to an index with a maximum of 100.

The reduction in the inequality index w in the two regions provides a PID of 100 in

region A and 75 in region B. This shows that a project located in region A which gives

rise to increases in income within the region is preferred to region B where fewer higher

income beneficiaries are found. The PI]) index is an example of the kind that might be con,

structed by national and regional planners to produce a project ranking on the banis of their

impact upon income inequality within the beneficiary regionn. It is evident that income

distribution data often are not available for region or project areas, making it necessary

to recur to direct measures of the cost-effectiveness of projects in increasing incomes of

lower income groups, including the employment-investment ratios referred to in the previous

section.

Region or

Project Area Year 0 Ynar 5 Percent

A 71 100 120 20

Ts 150 160 7

-
YP

25 40 60

u 0.75 0.67 -11

w 0.83 0.75 -10

PID* - - 100

13 -7 200 250 25

385 390 1

Yp 50 100 100

u 0.75 0.60 -20

w 0.87 0.74 -15
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Table 2. Projeot Inequality Indioes and Regional Renking 

Region or 
Pro j eot Area Year 0 Year 5 Peroent 

! Y 100 120 20 

Ys 150 160 7 

-
Yp 25 40 60 

u 0.75 0.67 -11 

w 0.83 0.75 -10 

PID* - - 100 

1! Y 200 250 25 

Ys 385 390 1 -
~ 50 100 100 

u 0.75 0.60 -20 

w 0.87 0.74 -15 

PID* - - 75 

Notation: See disoussion in text of equation (10), (11) and (12) 

* converted to an index with a maximum of 100. 

The reduction in the inequality index ,.. in th~ two regions provides a PID of 100 in 
region! and 75 in region 1!. This shows that a projeot located in region! whioh gives 
rise to inoreases in income within the region is preferred to region 1! where fewer higher 
income benefioiaries are found. The PID index is an example of the kind that might be con­
structed by national and regional planners to produce a project ranking on the basis of their 
impact upon inoome inequality within the beneficiary regions. It is evident that income 
distribution data often are not available for region or projeot areas, maki.ng it neoessary 
to reour to direot measures of the cost-effectiveness of projects in increasing inoomes of 
lower inoome groups, inoluiing the employment-investment ratios referred to in the previous 
section. 
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Finally, a statistic for regional income comparisonn is the ratio of average regional

inoome to average national income or regional income inequalities to national income inequal-

ities. Table 3 shows two such simple indicators: namely, the ratio of the average regional

income (1R) to the average national income (k) or the mean income of the low income regional

population (710) compared to T. In the example, region A has the lowest 22E capita income for

either regional income indicator; region C has the highest average income While regions B

and D are ranked distinctly by the two indicators. Region B has the lowest average regional

income compared to D,while region D has the lowest average inoome of the poorest segment of

the population. It is clear from this that, if planning offices are to make choices among

regions in rural development projects, considerable energy will have to be given to the con-

struction of regional income surveyn which permit comparisons among the average, sub-average,

and supra-average regional income groups. Undoubtedly, over the coming years, the role of

regional economic planning will rise in importance.

Table 3. Regional Inoome Indicators

Notation: Y . average national income.

-
YR . average regional income.

Y - average income of the regional population

having less than the regional average income.

Several indicators have been posited as vehioles to compare the national or regional

income distributional consequences of alternative 'investment projects. All of these indica-

tore can only be applied with difficulty because of the severe weaknees of all data on income

distribution and the lack of local and regional income and product accounts. Once the income

distribution (whether national or regional) is known it is also essential that the income

levels of the direct beneficiaries be obtained and this may require costly local socio-eco-

nomic surveys. Initially, the poverty redressal index (PRI) (equation (9)) could be a

simple and direct measure of the number of beneficiaries arising from a national or local

investment programme. Another applicable indioator could be the proportional change in the

Gini coefficient per unit of project investments. Likewise, the PID can be obtained if the

income distribution is known. This latter has the convenience that the cost-effectiveness

of reducing income Inequalities is better taken into a000unt.

7
R

100 25 0.53 0.13

200 50 1.05 0.26

350 60 1.84 0.32

260 40 1.37 0.21

190 - 1.00 -

Region (R)

A

Total

- 23-

Finally, a statistio for regional inoome comparisons is the ratio of average regional 
inoome to average national inoome or regional income inequalities to II&tional inoome inequal­
ities. Table 3 shows two such simple 1Dd.ioators: namely, the ratio of the average regioll&l 
income (YR) to the average national inoome (Y) or the mean income of the low income regional 
population (Yp) compared to Y. In the example, region! has the lowest l!!!: capita income for 
either regional income indicator; region Q has the highest average income lIhile regions 1! 
and. 12 are ranked distinotly by the two indioators. Region 1! has the lowest average regional 
inoome compared to 12, while region l! has the lowest average inoome of the poorest segment of 
the population. It is olear from this that, if planning offioes are to make ohoices among 
regions in rural development projects, considerable energy will have to be given to the con­
struction of regional income surveys lIhich permit cOmparisons among the average, sul>-average, 
and. supr&-average regional income groups. 1JI3d0ubtedly, over the coming years, the role of 
regional economic planning will rise in importance. 

Table 3. Regional Income Indioators 

Region (R) Y
R 

Y YR / "f: Yp/ Y p 

'" 

A 100 25 0.53 0.13 

B 200 50 1.05 0.26 

c 350 60 1.84 0.32 

D 260 40 1.37 0.21 

Total (y) 190 1.00 

Notation: Y = average national income. 

Y
R 

= average regional income. 

Y m average income of the regional population 
p 

having less than the regional average incolle. 

Several indioators have been posited as vehioles to oompare the II&tional or regioll&l 
income distributional consequences of alternative investment projeotll. All of these indic&­
tors can only be applied with difficulty because of the severe weakness of all data on inoome 
distribution and the lack of local and regional income and produot accounts. Once the inoome 
distribution (whether national or regional) is known it is also essential that the inoome 
levels of the direct beneficiaries be obtained and. this may require costly looal socio-eoo­
r.omic surveys. Initially, the poverty redressa1 index (PHI) (equation (9» could be a 
simple and. direct measure of the n1Dllber of beneficiaries arising from a II&tional or local 
investment programme. Another applioab1e indioator could be the proportional change in the 
Gini ooefficient per unit of project investments. Likewise, the PID can be obtained if the 
income distribution is known. This latter has the oonvenienoe that the cost-effectiveness 
of reduoing income inequalities is better tal<an into acoount. 
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It is clear that no self-evident income distribution indicator can be universally
recommended since they will have to be adapted in each country to the local data

conditions and limitations which affect project analysts. Countries with

a good data base will be able to introduce detailed regional income measures such as those

discussed by Kalter and Stevens (61). Indicators which use rather fixed or arbitrary

income categories (e.g. one-half the median income) to measure the distributional changes

will be of little practical use in project evaluations unless a national agreement on the

cut-off line for these categories can be obtained.

4.4 Foreign Exchange ObjectivesY

An often espoused objective of economic development is to increase the supply of

foreign exchange. It is natural that this objective would be introduced into the micro-

economic project evaluation by measuring the foreign exchange effects of individual projects.

Hence, a project is justified on the basis that it increases foreign exchange more than

another project. Some project manuals suggest that foreign exchange is not a legitimate,

separate goal of project evaluation because it is accounted for in the shadow pricing of

factors of production in the social cost-benefit analysisc Therefore, it is argued, that

if all primary inputs are shadow priced using border prices reflecting international

scarcities, the comparative advantage of project production activities is reflected in the

net present value criterion. This procedure is appropriate when planning authorities are

ascertaining the economic feasibility of an individual project without comparing it with a

large number of project alternatives. However, if project designers want to rank investment

possibilities, it is appropriate to calculate an indicator of the "partial" effects of a

project on the foreign exchange earnings or savings of the country. In addition, external

lending agencies are particularly interested in estimating such effects since they primarily

supply the foreign exchange costs of agricultural, rural development or other investment

projects in which they participate.

Two approaches are herein suggested for computing the foreign exchange consequences

of a project. The first involves taking a view that economic and financial project data

are severely limited. This approach is to make a conservative assumption regarding the

traded share of the project's output. This seems particularly appropriate for rural develop-

ment projects which initially tend to produce output of domestically consumed food or

staple products; it is unlikely that the project will produce for direct export or import

substitution but rather will benefit local consumers by making net additions to their already

deficient diets.

Two crude ratios may be used to determine the partial foreign exchange impact of a

rural development project. The first is a ratio of the net direct foreign exchange earnings

per unit of project investment defined as the ratio:

F/I PVi(Ft)/ PVi (It) (13)

.3/ This objective is closely related to the national income objective - foreign exchange

problems are really constraints on national income growth. Governments often treat

the foreign exchange goal as a separate objective.
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It is clear that no ' self-evident income distribution indicator can be universally 
recommended since they will have to be adapted in each country to the local data 
oonditions and limitations which affect project analysts. Countries with 

a good data base will be able to introduce detailed regional income measures such as those 
discussed by Kalter and stevens (61). Indicators which use rather fixed or arbitrary 
income categories (e.g. one-half the median income) to measure the distributional changes 
will be of little practical use in project evaluations unless a national agreement on the 
cut-off line for these categories can be obtained. 

4.4 Foreign Exchange Objectives Y 

An often espoused objeotive of eoonomio development is to inorease the supply of 
foreign exchange. It is natural that this objeotive would be introduced into the micro­
economic project evaluation by measuring the foreign exchange effeots of individual projeots. 
Hence, a project is justified on the basis that it inoreases foreign exchange more than 
another project. Some projeot manuals suggest that foreign exchange is not a legitimate, 
separate goal of project evaluation because it is aocounted for in the shadow pricing of 
factors of production in the sooial oost-benefit analysis . Therefore, it is argued, that 
if all primary inputs are shadow priced using border prices reflecting international 
scarcities, the oomparative advantage of projeot production activities is reflected in the 
net present value oriterion. This procedure is appropriate when planning authorities are 
ascertaining the eoonomic feasibility of an individual project without comparing it with a 
large number of project alternatives. However, if project designers want to rank investment 
possibilities, it is appropriate to caloulate an indioator of the "partial" effeots of a 
project on the foreign exchange earnings or savings of the country. In addition, external 
lending agenoies are partioularly interested in estimating such effeots since they primarily 
supply the foreign exchange costs of agricultural, rural development or other investment 
projeots in which they partioipate. 

TWo approaches are herein suggested for computing the foreign exohange consequences 
of a projeot. The first involves taking a view that eoonomic and financial projeot data 
are severely limited. This approach is to make a conservative assumption regarding the 
traded share of the project's output. This seems partioularlyappropriate for rural develop­
ment projects which initially tend . to produce output of domestically oonsumed food or 
staple products; it is unlikely that the project will produce for direct export or import 
substitution but rather will benefit local oonsumers by making net additions to their already 
deficient diets. 

TWo orude ratios may be used to determine the partial foreign exohange impact of a 
rural development project. The first is a ratio of the net direot foreign exchange earnings 
per unit of project investment defined as the ratio: 

(13) 

Y This objeotive is olosely related to the national income objective - foreign exohange 
problems are really oonstraints on national inoome growth. Governments often treat 
the foreign exchange goal as a separate objeotive •. 
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An alternative to this simple foreign exchange-capital ratio is the ratio of the direct and

indirect foreign exchange earninge to the capital outlays, the second past of the social

marginal productivity ratio (see Chenery (20)) discussed earlier:

PV (B B B)/ PV. (I )il2 3 It (14)

The only difference between the twe ratios is that in the second the indirect

effects are derived from the multiplier of the project outlays on imports and exports. In

either case, the ratios are meant as only the simplest of all approaches and may not be

employed to determine the sooial profitability of the projects in the same way as the social

cost-benefit analysie.

A seoond approach to establiáhing the foreign exchange effects of a project is to

calculate the domestic resource oost (DRC) per unit of foreign exchange earned or saved by

the project. This ratio, discussed by Bruno (15), is a restatement of the net present value

or the internal rate of return criterion which, instead of wing the social profitability

per unit of investment costs, uses the ratio of the domestic primary resource cost per unit

of foreign exchange earnings and savings. Thus the DRC (ree dh) is defined as:

ah (vj + pk) (x0 - mk) (15)

whereV.=the total domestic value added per unit of output, at Shadow prices, each year.
3

Pk = shadow priced, nontraded commodities per unit of output each year.

s
= foreign exchange earnings per unit of output, each year.

Mk . import requirements per unit of output, each year.

As shown, the DRC criterion may be applied to a project on an annual basis assuming that the

project cost and benefit flows are uniform throughout the project's life. An alternative

would be to obtain the present value of the ratio of the domestic value added to the present

value of foreign exohange earned or saved per unit of output, and convert the irregular

annual flows into uniform annual flows by applying the capital recovery factor to the uneven
annual flows.

The domestio resouroe cost dn is compared to a shadow foreign exchange rate do such

that if dh is less than do, the project is feasible. This can be shown to be equivalent to

the net present value criterion such that the PVi > 0 when the dh < do. Likewise, when

PVi < Op then dh do, indicating that the domestic resource cost per unit of foreign

exchange earned or saved exceeds the opportunity costs expressed in the shadow foreign

exchange rate.
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An alternative to this simple foreign excluulg&-oapital ratio is the ratio of the direot and 
indirect foreign B%Ohange eamillgs to the capital. outl.a;ys, the second part of the sooial 
marginal productivity ratio (see Chener;y (20» disoussed earlier: 

The only differenoe between the two ratios is that in the second the indireot 
effeots are derived from the multiplier of the project outlays on imports and exports. In 
either case, the ratics are mea.nt as only the simplest of all approaches and ~ not be 
employed to determine the sooial profitability of the projeots in the same way as the social 
cost-benefit analysis. 

A seoond approach to establishing the foreign exchange effects cf a project is tc 
calculate the domestio rescurce oost (DRC) per unit of foreign exchange earned or saved by 
the pro ject. This ratio, disoussed by Bruno (15), is a restat l!lDsnt of the net present value 
or the internal rate of return criterion lIhich, instead of using t he social profitability 
per unit of investment cost., uses the ratio of the domestic primar;y rescurce oost per unit 
of foreign ""change earnillgs and savillgs. Thus the DRC (or '\) is defined as: 

lIhere Vj e the total domestio value added per unit of cutput, at shadow prioes, each ;year. 

P k e shadow priced, nontraded collllllOdities per unit of cutput each ;year. 

x • fcreign exchange earnings per unit of output , each year. 
s 

~ = import requirements per unit of output, each ;year. 

As shcwn, the DRC oriterion may be applied to a project on an annual besis assuming that the 
project oost and benefit flows are uniform throughout the projeot's life. An alternative 
would be tc obtain the present value of the ratio of the domestic value added to the present 
value of foreign exohange aarned or saved per 1mit of output, and convert the irregular 
annual flove intc unifcrm annual flows by applying the capital recovery factor to the 1meven 
annual flows. 

The domestic rescurce oost dn is compared to a shadow foreign exohange rate do such 
• that if dh is less than de, the projeot is feasible. This can be ehown to be equivalent to 

the net present value criterion such that the PVi ~ 0 when the dh ~ do. Likewise, when 
PVi ~ 0, then dh> do, indicating that the domestic rescurce cost per unit of foreign 
""change earned or saved exoeeds the opportunity costs expressed in the shadow foreign 
exchange rate. 
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The domestic resource cost criterion is not an effioient ranking device, just as

the present value criterion cannot be used for ranking projects (see Bruno (15)). Since

the implementation of each set of projeots to be compared may cause the relative prices in

the economy to change, it is not always possible to rank all projects, excluded from an

initial feasible group, by their domestic resource costs. However, if the projects are

small and they do not seriously alter the supply and demand conditions in the economy, the

DRC may be taken as a close approximation for ranking project alternatives, particularly,

discriminating among projects which may be producing either exceedingly large volumes of

foreign exchange per unit of domestic resource cost or projects which appear to be extremely

poor suppliers of foreign exchange. Projects in the middle ground between the extremes may

not be ranked with the sane degree of confidence.

Another criterion which has been used extensively, as reported by Balassa (3, 4), is
based on the "effects method" of project evaluation. This method computes the benefits of

a project as the increase in the domestic value added ".,. taken to equal changes in domestic

incomes (wages, profits, rent and government revenue) associated with the project's implemen-

tation ..." (Balassa (3)). These project benefits are shown to be equal to the increase in

foreign exchange stemming from the project computed in terms of the domestic currency. The

costs of the project are variously identified as being "... three possible alternatives:

identifying cost with the domestic cost of investment in the project, with the value of

imports embodied in the investment, or with the loss in budgetary revenue." (Balassa (3)).

Balassa demonstrates that the effects method of project evaluation is inappropriate for the

determination of the feasibility of a project in the sense that the social costbenefit

analysis determines feasibility. The method excludes the noncapital domestic resource cost

of executing a project and, therefore, implicitly assigns a zero shadow price to labour and

nontraded domestic commodities, including those embodied in domestic investments. It is

shown that with the inclusion of the missing factors, the effects method can be transformed

into the domestic resource cost or the internal rate of return criterion and the feasibility

of a project is obtained according to the usual social costbenefit criterion.

4.5 Regional Economic Growth

An important objective of rural development programmes is to improve the balance of

economic growth and 121: capita incomes among regions, placing special emphasis on low income

regions. Direct project effects have been referred to in previous sections, where the

increase in net farm income, employment or foreign exchange is used to determine project

feasibility and ranking, although not necessarily from the viewpoint of regional authorities.

Therefore, it is neoessary to consider the indirect or secondary impacts of project invest-

ment on cash incomes within the region. The regional secondary effects of a project will

differ from secondary effects attributed to a project at the national level. The major

difference lies in the extent of the secondary income expansion. At the national level the

net benefits of the multiplier effect may be quite small since the cost of displaced output

reduces the magnitude of gross secondary benefits and since resources being used in one

project are drawn from alternative uses throughout the economy. At the regional level, the

cost of resources displaced from other regions is not a part of the project's secondary costa.

The gross regional project benefit is regional value added, i.e., gross project benefits less

the purchase of inputs from outside the region. A multiplier effect at the regional level is

fully operative for cash incomes at three levels: wages and profits spent within the region;

the regionally spent portion of value added of inputsupplying industries; and the value

added of output processing firms. Fbr the region one would have to estimate the portion of

extra income spent and the total amount of new added expenditure generated by the project
within the region itself.
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The domestio resouroe oost criterion is not an efficient razUdu1g device, just as 
the present value oriterion oannot be used for ranking projeots (see Bruno (15». Sinoe 
the implementation of each set of projeots to be oompared may cause the relative prioes in 
the eoonomy to ohan&e, it is not al_ys possible to rank all projeots, exoluied from an 
initial feasible group, by their domestio resouroe oosts. However, if the projeots are 
small and they do not seriously alter the supply and demand conditions in the economy, the 
DRC may be taken as a close approximation for ranking projeot alternatives, partioularly, 
discriminating among projects which may be producing either exceedingly large volumes of 
foreign exchange per unit of domestic resource oost or projects which appear to be extremely 
poor suppliers of foreign exohange. Projeots in the middle ground between the extremes may 
not be ranked with the same degree of oonfidenoe. 

Another criterion which has been used extensively, as reported by lIiLlassa (3, 4), is 
based on the "effects method" of projeot evaluation. This method computes the benefits of 
a pro ject as the inorease in the domestic value added " ••• taken to equal changes in domestic 
incomes (wages, profits, rent and government revenue) associated with the project's implemen­
tation ••• " (Balas sa (3». These project benefits are shown to be equal to the increase in 
foreign exchange stemming from the project computed in terms of the domestio ourrency. The 
oosts of the projeot are variously identified as being " ••• three possible alternatives: 
identifying oost with the domestic cost of investment in the project, with the value of 
imports embodied in the investment, or with the loss in buigetary revenue." (Balassa (3». 
Balassa demonstrates that the effects method of project evaluation is inappropriate for the 
determination of the feasibility of a project in the sense that the social cost-benefit 
analysis determines feasibility. The method excluies the non-capital domestic resource cost 
of executing a projeot and, therefore, impliCitly assigns a zero shadow price to labour and 
non-traded domestic oommodities, incluiing those embodied in domestic investments. It is 
shown that with the inclusion of the missing factors, the effects method can be transformed 
into the domestic resource oost or the internal rate of return criterion and the feasibility 
of a project is obtained acoording to the usual social oost-benefit criterion. 

4.5 Regional Economio Growth 

An important objective of rural development programmes is to improve the balance of 
economic growth and per capita incomes among regions, placing speoial emphasis on low inoome 
regions. Direct project effects have been referred to in previous sections, where the 
increase in net farm income, employment or foreign exchange is used to determine project 
feasibility and ranking, although not necessarily from the viewpoint of regional authorities. 
Therefore, it is neoessary to consider the indireot or seoondary impacts of project invest­
ment on cash incomes within the region. The regional secondary effects of a projeot will 
differ from secondary effeots attributed to a project at the national level. The major 
difference lies in the enent of the secondary inoome expansion. At the national level the 
net benefits of the multiplier effect may be quite small sinoe the cost of displaced output 
reduces the magnituie of gross secondary benefits and since resources being used in one 
project are drawn from alternative uses throughout the eoonomy. At the regional level, the 
cost of resources displaced from other regions is not a part of the project's secondary oosts. 
'i'he gross regional project benefit is regional value added, i.e., gross project benefits less 
the purchase of inputs from outside the region. A multiplier effeot at the regional level is 
fully operative for cash incomes at three levels: wages ·and profits spent within the region; 
the regionally spent portion of valus added of input-supplying industries; and the value 
added of output processing firms. For the region one would have to estimate the portion of 
extra income spent and the total amount of new added expenditure generated by the project 
within the region itself. 

• 
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For each year one would obtain for the region:

(Y + W + X),
1- b

where b is the fraction of annual project cash income spent within the region, Y the net

project cash income retained within the region (net of all loan repayments and transfers of

income to other regions), W the value of annual cash wage payments, and Z the value of net

income and wage payments of input-supplying and output-processing activities within the

region. If 75 percent of the regional income is spent (b .75), then the regional multi

plier effect is 3.0 + W + Z). It would be the maximum secondary expansion assuming no

additional induced secondary investments arising from the project. In each case the value

of b should be carefully justified and a high degree of regional interdependence established

before secondary income expansions are included in computing project benefits. FUrthermore,

it is cash income that is relevant in each oase so that the marketable proportion of groes

and net benefits will have to be estimated for each rural development project.

A second approach in determining the local effects of a development project is to

determine the direct consequenoes on the regional income distribution. Fellowing Kai-ter

and Stevens (61), it might be possible to estimate the income consequences on separate

regions in a rural development programme. On the one hand, the regional benefits are
defined. They should be a measure of regional net incomes stemming from the project iavest-

ments both inside and outside of the region, identifying those net benefits which accrue to

individuals within the specified region. A project is said to change the income distribution

if ".., the distribution of project net benefits is non,proportional to the income distribir

tion projected to occur without the projeot in question." (Kalter and Stevens (61); p0207).

The income distribution effects will be the differenoe between the net benefits accruing to

the regions and the payments made by the regions in order to receive the project benefits.

These latter payments incide the tax payments made to finance the project's construction

including income, sales, import or export taxes. These taxes payments are assumed to be

made in the sane proportion in Which income, sales and other taxes were paid by the region

in the past. TO the extent that the region pays more or less than its usual burden of taxes,

a reimbursement adjustment must be included which is the differenoe between what is actually

reimbursed by the region and the "proportional reimbursement" defined as the reimbursement

that would have been made using the traditional tax payment share of the region.

To the extent that debt repayments incurred in order to undertake the project can

be separated from the regional net benefits, then it might be advisable to incide them as

a separate item in the calculation of the regional net distribution benefits.

The final component of the regional net benefits is the operating maintenance and

replacement costs whioh the region must make during the project's operating phase. Po the

extent that these operating, maintenance rInfl replacement costs are paid by other regions

then, of course, the net regional benefits are greater. This also holds for the other costs

of the project. The component parts of the net regional benefits to region 1 are shown as

follows:

1
B = PV(B1) - [Z1 + (PV(R1) - KI PV (E Rr)) + PV(03.)1 (17)

(16)
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where
FV(B1)

. the present value of the net benefits to region 1.

Z1
. the initial payments made through taxes by project beneficiaries to

finance the project oonstruntion.

PV(R ) = the present value of the actual repayments (excepting taxes) made by

region 1.

PV(ER) = the present value of total repayments made by all regions for the
r

development programno.

= regions l's proportion of the total initial tax paid by all regions.

PV(01)
. the present value of the operating, maintenance and replacement costs

incurred by region 1.

It is obvious that this technique of estimating the regional distributional impacts

of rural development programmes requires data on the distribution of public sector tax

revenues among regions and beneficiary groups. However, if the project cost and benefit

flows are known and if the beneficiary group is well defined, it is possible that the

volume of taxes paid by the beneficiaries will be small and the principal components of the

project repayments will be the direct reimbursements of the initial oonstruction cost and

the operating costs of the project, i.e. the value of K1 in the previous equation will be

very small.

The spending gererated by an investment may also lead to additions to national and

regional employment. The direct employment generation of a project has been previously dis-

cussed. Initially, the unskilled labour required per unit of output of input-supplying and

output-processing industries may be obtained on the basis of standard labour requirements

for these industries. But it should be emphasized that to the extent that employment in

other activities within the region is displaced, it must be treated as a negative contribu

tion within the overall, regional employment estimates.

5. SIMPLE MULTIPLE OBJECTIVE EVALUATION PROCEDURES

5.1 Introduntion

In an earlier section (3.3) the difficulty of introducing multiple objective analysis

into project evaluation is raised as a central iSSUB in designing measurable investment

criteria for agricultural project evaluation. Pour major objectives are considered including

the efficiency goal, the employment-income distribution objective, the foreign exchange

objective and the goal of more equitable regional (urban-rural) development.

where 
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In the preceeding section, single objective evaluation criteria are suggested for

circumstances in which decision makers are concerned only with the partial effects of a

project. It is obvious that attention must be given to combining these partial effects in

a way that the goals of polioy makers are introduced. The purpose of this section is to

explore various ways in whioh these partial effects might be combined or weighted so that

projects are ranked for the various oombined criteria. From the onset, it is important to

clarify for those who expect a theoretically pure and satisfying way of identifying and

combining policy makers preferences that they likely will be dissatisfied. Rather the

proposed procedures are thought of as supplementary information to an informal decision-

making process that presently goes on with little or no formal project analysis. A small

improvement in existing planning procedures is proposed as a first step toward more compli-

cated methods that might be epployed at some future time when detailed project data are

known.

A further issue oonoerns whether the objectives are expressed in general or specific

terms. Thus, a specific goal might be to "increase the production of a product x by y

amounts", while a general objeotive might be to "increase the production of x". Experience

in the use of sooring modela for planning shows that it is easier to obtain initial accept-

ance of the goals when they are stated in broad terms, while the introduction of specific

statements of precise targets is made at a later stage after the scoring system has evolved.

Once policy makers have aocepted a list of objectives (011..00m), the succeeding step

is to establiah the weights on each objective.

Teo approaches are reoommended for the preliminary introduction of multiple objective

oonsiderations into projeot evaluation. Both of the approaches fit situations in which little

is known about the miltiple partial effects of the projects. While data may be available for

a simple benefit-oost analysis for a few projects, a number of project alternatives may not

have been studied to the detail that allow for a full-fledged social cost-benefit analynis.

The first approach is one in mhich expert opinions are elicited through a systematic
interview technique called the Delphi method. The resulta of the interview technique are

used to produce scores on the effects of eaoh project on each objective. A scoring model is

combined with the Delphi technique to obtain oombined project scores and project rankings.

The seoond approach involves the oombination of the partial effects quantified in

previous sections with alternative weighting factors ehioh approximate policy makers prefer-
enoes for the separate eoonomio goals. This will allow for the ranking of projects using
the oombined project performance measures.

While it is impor-bant to introduce a wide range of multiple objectives it is also

important that the efficienoy objeotive not be made subordinate to all other objectives in
the group of objectives under oonsideration. Likewise, the efficiency objective may be

introduced via the goal of maximising the foreign exchange contribution of a project. This

is done by the inclusion of foreign exchange ahadow prises. But using the simple scoring

model and the Delphi method the objeotives cannot be promoted by the proper (shadow) pricing

of factory or produotion brut must be assigned a separate performance score.
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5.2 The Delphi Method

Stemming from the lack of historical experience and economic and social data on the

execution of rural development programmes, subjective judgements are needed in order to

undertake even a simple financial cash-flow analysis. Furthermore, a variety of heroic

assumptions principal/y based upon expert or observer evaluation may have to be made to

complete a detailed social cost-benefit analysis. Therefore, reoognizing that relianoe

will have to be given to these subjective judgements, it is far better that they be obtained

in a syntematic and coherent fashion, rather than in a disorganized and spontaneous way.

Personal judgements of technicians, experts and policy makers may be requested on a variet3r

of topics including, for example, the objectives of economic and social policy, the choice

of beneficiary groups, the selection of regional priorities, the design of individual projects

and sub-projects, and the values of project coeffictients such as yields per hectare, health

visits per nurse, and investment costs per kilometre.

The Delphi method, which has gained respect in recent years, is a method by Which the

expert opinions of individuals, panels or committees are systematically combined to produce

information on the feasibility, desirability and other features of varioun policy options.

Linstone and Turoff (68) have thoroughly surveyed the application of this method to govern-

ment, industry, social, economic and political questions. The Delphi technique is a systematc
interviewing technique to obtain an expression of goals, opinions, and judgements of indivi-
dual participants. The results of the judgements are weighted and combined in some appropriate

fashion to obtain a performance value for the various project or polioy optione under review.
The final result may be to rank projects or determine their feasibility or combine sub-projects
or activities.

The method, which has several variants, is applied in the following specific stages:

determination of the principal issues to be considered, an analysis of the options open to

achieve these objectives or to resolve the issues, setting the initial position of each

expert, exploring the areas of disagreement among various experts, evaluating the causes

for dieagreement and, finally, determining the options open to resolve the issues. In the

policy Delphi (Turoff (116))participants are asked to numerically rate the options or instru,-

ments according to the criteria of desirability, feasibility, importance and confidence.
A rating scale is set for each of these alternative criteria so that the participants are

able to rank the policies or projects according to whether they are, for example, very

desirable, desirable, somewhat undesirable or very undesirable and as definitely feasible,
possibly feasible, possibly infeasible, definitely infeasible. Fbr example, participants

may be asked to give their opinion as to whether a project will benefit the lowest income

groups within the target regions and the alternatives may include (1) very probable, for a

(subjective) probability greater than 0.75; probable for a probability greater than 0.5
but less than 0.75; improbable for a value of less than 0.5 and greater than 0.25 and very

improbable for a probability of less than or equal to 0.25.

In the preparation and design of rural development projects the Delphi interview
method may be used for two purposes: The identification of the principal social and
economic objectives of planners and policy makers and estimating the probable eonsequences
of a project investment upon the individual objectives that have been established. FUrther-

more, within the literature on the Delphi method some attention has been given to the
question of determining the weights on the distinctive objectives in order to combine them

with the probable outcomes of the projects for each of the relative objectives.j/

y See the report by Gum, Roefs and Kimbell (35) in which an effort is made to quantify
preference weights on societal goals and sub-goals for water resource investments.
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There are no special rules for the application of the Delphi method. Bowever, there

are several common difficulties referred to by Linstone (68). These include (1) a tendency

by participants to heavily discount the future, making judgements oriented to immediate

goals; (2) a tendency of the participants to attempt to predict consequencee far into the

future, although they may have serioue uncertainties regarding the prediction; (3) a ten-

dency to try to simplify statements of objectives or results in order to keep conflict to

minimum; (4) problems in executing the Delphi technique including the selection of

participants, designing questionnaires, construction of feed-baok and review mechanisms;

(5) the so-called optimism-pessimism bias which is referred to as "..s a bias toward over-

pessimism in longh-range foreoasts and overoptimism in short-range foreoasts." Linstone

(68, p.84); (6) a tendency to oversell the value of Delphi techniques; and (7) a possibility

that participants will systematically deceive or design their answers to increase their own

immediate gain from the exercise.

The Delphi interview techniques is appropriate for rural development projects in

which project beneficiaries participate in designing and structuring the programme.

Various interest groups suoh as small farmers, landless workers, urban dwellers, regional

planners and politioians, and government bureauorate can be asked to provide assessments

of whether alternativo sub-projects or programmes would be incluied in rural development

programme. The respondents could be asked to rank objectives of rural development programmes

and within these objectives a variety of subgoals including alternative levels of income,

employment and social servioes for the region. The alternatives may be ranked using a scale

of zero to 100 points, asking each participant to allocate the 100 points among the several

objectives, so that the sum is always equal to one hundred. An alternative approach is to

ask the participants to rank the objectives according to a fixed scale of one through five

or one through six and then averaging these results across all participants or the interest

groups. The Delphi technique is closely tied to the construction of scoring models which is

the quantitative representation of the results of the Delphi Interviews. The deeign and

construction of scoring models is now disouesed.

5.3 Scoring Models

In this section a project evaluation system is elaborated for the assignments of

scores to each project by informed technicians. Scoring models have been discussed

especially in conjunction with the evaluation of industrial research and development

programmes.Y A substantial gain in clarity and in organization is achieved by the scoring

technique because of the explicit enumeration of preferences for alternative planning goals.
Likewise, project evaluators are encouraged to explicitly express their judgements on the

potential contribution of each project to each planning goal.

Scoring individual projects involves the following steps: (1) the selection and

enumeration of the social and economic objectives of the investment programme; (2) the

determination of a weighting scheme that reflects policy makers assessments of the relative

importance of each of the objectives; (3) the choice of a numerioal scale for measuring the

value of the contribution of a project to each objective in (1) alove; and (4) the determina-

tion of a ranking mechanism (function) that combines the policy makers preferences and the

project scores in obtaining a total score for each project. As a final step (5)1 all

possible projects under consideration are ranked according to their individual scores.

3/ See Moore and Baker (83) and Dean and Nikhry (25),
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scores to eaoh projeot by informed teohnioians. Sooring models have been disoussed 
especially in oonjunotion with the evaluation of industrial researoh and development 
programmes. Y A substantial gain in olarity and in organization is sohieved blf the scoring 
technique beoause of the explioit enumeration of preferenoes for alternative planning goals. 
Likewise, project evaluators are encouraged to explicitly express their judgements on the 
potential oontribution of each projeot to each planning goal. 

Scoring individual projects involves the following steps. (1) the aeleotion and 
enumeration of the social and economio objeotives of the investment programme, (2) the 
determination of a weighting scheme that reflects polioy makers &8seasments of the relative 
importanoe of each of the objeotives; (3) the ohoioe of a numerioal soale for meuuring the 
value of the contribution of a projeot to each objeotive in (1) above; and (4) the determina-­
tion of a ranking meohanism (funotion) that combines the polioy makers preferenoes and the 
'project soores in obtaining a total score for each projeot. As a final step (5), all 
possible projeots under consideration are ranked socording to their individual scores. 

Y See Moore and Baker (83) and Dean and Nishry (25). 
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A project scoring model haz the following properties and elements as shown in the

accompanying Table 4.3/ Decision makers identify m objectives 01, 02, 0, Om. In
some (to be specified) fashion, m weights W1, W21 V WM are obtained which express the

relative importance of each of the objectives during the planning phase. Thus, for example,

objectives might be to maximize inoome, to obtain an improved distribution of income or to

increase foreign exchange earnings. In the system (i) preferences are expressed, (ii)

projects are soored and (iii) projects are ranked.

The initial problem is to outline a list of objectives for the economic sector that

is under study. It is unnecessary that all decision makers and technicians agree on the

exact number, form or specification of the objectives. Some agreement might be made, to

limit the number of objectives to a manageable total that oan later be weighted by the

polioy-makers. The objeotives should be independent, in the sense that eaoh can be

assigned a separate weight and is conceived as a separate preference by policy-makers.

Table 4. Elements of a Scoring Model
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A projeot sooring model has the following properties and elements as shown in the 
acoompanying Table 4. jI Deoision makers identify m objeotives 01, 02, •••••••••• , Om. In 
some (to be speoified) fashion, m weights Wl, W2' •••••• , Wm are obtained whioh express the 
relative importanoe of each of the objeotives during the planning phase. Thus, for 8%aIIIple, 
objeotives might be to mu:imi.ze inoome, to obtain an improved distribution of inoome or to 
inorea.se foreign exohange earnings. In the system (i) preferenoes are expressed, (ii) 
projects are soored and (iii) projects are ranked. 

The initiBl problem is to outline a list of objectives for the economic sector that 
is under stuly. It is unneoessary that all deoision makers and teohnicians agree on the 
exact number, form or speoifioation of the objeotives. Some agreement might be made, to 
limit the number of objectives to a manageable total that O&n later be weighted by the 
pol1o:,-makera. The objeotives should be independent, in the .enae that e .. ch oan be 
assigned a separate weight and is conoeived as a separate preference by pol1oy-makers. 

Table 4. Elements of a Scoring Model 

Objeotives °1 °2 ••••••••• Om Total 

Weights Wl W2 ••• •••••• Wm Soore (Si) 

Projeot 
m 

1 Pll P12 •••••••• Plm Sl· L W. Plj j J 

m 
2 P21 P22 •••••••• P2m S2· L: Wj P2j 
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Y See especially Dean and Nishry (25). 
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The choice of weights is the most crucial step in constructing the system since,

depending upon the relative importance attached to each goal, the structure and composition

of the investment programme will be greatly affected. FUrthermore, the underlying structure

and composition of the weights is a sensitive political decision, reflecting not only the

importance of each goal but the ultimate political structure of the decision making process

of the society. Thus, to cite some examples, a simple democratic process might require the

selection of the weights, giving equal importance to the preferences expressed by each member

of the group. A purely representative political process might attach equal importance to

the views expressed by each representativo. A purely centralized system would, perhaps, set

the weights according to the views of a small group of economic and social planners.

Evidently, there is a continum of possible ways to select the individual participants, and,

hence, the choice will be made by the appropriate planning authorities and by a mechanism

chosen by each society.

Assuming the objectives have been identified, two procedures are now elaborated. The

first is based on the assumption that all policy makers interviewed are of equal importance

in expressing their views and that the objeotives are ranked by a pre-set scale based on the

number of objectives under consideration. Once the interview group is determined the

preference weights are derived.

The first weighting scheme might be called the "mean preference" alternative. Each

government official examines a list of objectives and ranks the objectives one through the

total number of objectives. Suppose there are six objectives and three officials. In terms

of the scale, the objectives are ranked as in the first three columns of Table 5.

Table 5. Preference Weights Estimates

Objective Individual Rankings
Mean

Ranking
W.

J

1 2 3

1 6 2 2 3.3 31.7
2 5 4 1 3.3 31.7
3 2 5 3 3.3 31.7

4 3 6 4 4.3 41.4

5 4 3 5 4.0 38.5
6 1 1 6 2.6 25.0

Total 200.0
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The ohoioe of weights is the lDOllt orucial step in oonstructing the system since, 
depending upon the relative importanoe attached to aaoh goal, the structure and composition 
of the investment programme will be greatly affeoted. Furthermore, the underlying structure 
and composition of the weights is a sensitive politioal decision, refleoting not only the 
importanoe of aaoh goal but the ultimate politioal structure of the deoision making prooess 
of the sooiety. Thus, to oite some ezamples, a simple democratic process might require the 
seleotion of the weights, giving equal importanoe to the preferences expressed by each member 
of the group. A purely representative politioal prooess might attach equal importanoe to 
the views expressed by each representative. A purely centralized system would, perhaps, set 
the weights according to the views of a small group of economic and social planners. 
Evidently, there is a continum of possible ways to select the individual participants, and, 
hence, the ohoice will be made by the appropriate planning authorities and by a meohanism 
chosen by aaoh sooiety. 

Assuming the objeotives have been identified, two procedures are now elaborated. The 
first is based on the assumption that all polioy maJoers interviewed are of equal importance 
in expressing their views and that the objeotives are ranJoed by a pre-set scale based on the 
number of objeotives under oonsideration. Once the interview group is determined the 
preference weights are derived. 

The first weighting Boheme might be called the "mean preference" alternetive. Each 
government offioial 9JC8I1lines a list of objeotives and ranJoe the objectives one through the 
total number of objeotives. Suppose there are six objectives and three officials. In terms 
of the scale, the objeotives are ranked as in the first three columns of Table 5. 

Table 5. Preference Weights Estimates 

Objective Indi vidual Ra.nkings 
Mean W. 

Ranking J 
I 2 3 

1 6 2 2 3.3 31.7 
2 5 4 1 3.3 31.7 

3 2 5 3 3.3 31.7 

4 3 6 4 4.3 41.4 

5 4 3 5 4.0 38.5 
6 1 1 6 2.6 25.0 -

Total 200.0 
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Individual 1 rankn objective 1 in first position (six points); objective 2, second (five

points); objective 3, fifth (two points); etc. The highest ranked objective receives the

largest value. Then, as shown, the values are averaged for the three individuals. Each

individual is assigned equal weight in the scheme, and the results can be described as a

"compromise" weighting. The final weights can be adjusted to provide any particular total

sum of the weights W. Fbllowing the notation of Table 4, the score (Si) of any project i

is equal to

m
3.,_Ziel.17)...=31.713.+31.7 P. + 31.7 P.i J 13 11 12 13J

+ 41.4+ 38.5
Pi

+ 25.0 P.
Pi4

Assuming that the projects are scored on a scale of one through five, a "perfect" project

(a project receiving a score of five for each objective Pij) would reoeive a total score

of 1 000.

TWO variations on this system of estimating weights are now considered in order to

highlight an obvious weakness of the above method. In Table 5 the deoision makers are

restricted to a strict ordering according to a pre-established scale. Not only are ties

among two or more objectives prohibited, but the relative "distance" among the objectives

is fixed. Hence, individual 1 of Table 5 cannot pick objectives of equal value, even though

the average ranking yields equality among the first three goals.

To extend the range of choices for policy maknrs, ties are admitted. One may proceed

as shown in the following example:

Table 6. Preference Weights

(18)

whereby, individual 1 expresses equal preferences for objectives 1 and 2 and for objectives

5 and 6.

Objectives Individual Ranking Mean
Ranking1 2 3

1 6 6 2 4.7
2 6 5 4 5.0

3 5 4 5 4.7
4 4 3 5 4.0
5 3 2 3 2.7

6 3 2 3 2.7
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Individual 1 rankE objective 1 in first position (six points); objeotive 2, seoand (five 
points); objective 3, fifth (two points); etc. The highest ranked objective receives the 
largest value. Then, as shown, the values are averaged for the three individuals. Each 
individual is assigned equal weight in the scheme, and the results can be desoribed as a 
"compromise" weighting. The final weights can be adjusted to provide any particular total 
sum of the weights Wj. Fbllowing the notation of Table 4, the soore (Si) of any projeot i 
is equal to 

Assuming that the pro jeots are soared on a soale of one 
(a project reoeiving a score of five for each objeotive 
of 1 000. 

(18) 

through five, a "perfeot" pro ject 
Pij ) would reoeive a total score 

Two variations on this system of estimating weights are now considered in order to 
highlight an obvious wea.l<ness of the above method. In Table 5 the deoision makers are 
restrioted to a strict ordering according to a pre-established soale. Not only are ties 
among two or more obje"ctives prohibited, but the relative "distance" among the objeotives 
is fixed. Henoe, individual 1 of Table 5 cannot pick objeotives of equal value, even though 
the average ranking yields equality among the first three goals. 

To extend the range of ohoices for policy makers, ties are admitted. One may prooeed 
as shown in the following example: 

Table 6. Preferenoe Weights 

Objectives Individual Ranking Mean 

1 2 3 Ranking 

1 6 6 2 4.7 

2 6 5 4 5.0 

3 5 4 5 4.7 

4 4 3 5 4.0 

5 3 2 3 2.7 
6 3 2 3 2.7 

whereby, individual 1 expresses equal preferences for objectives 1 and 2 and for objeotives 
5 and 6. 
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An alternative way of computing the weights could be as followB:

Table 7. Mean Preference Weights

In Table 7, if two objectives fall into the first two slots, but are of equal value

(6 and 6), an average of the corresponding position numbers (6 and 5) is used, i.e. 5.5 for

individual one. Likewise, objective 59 for individual 1, is in position 2 of the rankings

and, therefore, receives a weight of 2. The main result of this method is to permit a wider

spread among the objectives.

The final step is to determine the contribution of each project. This is based upon

a scale of score values set by the project evaluation team. Assume that a scale of one to

five is ohosen--a project receiving a score of five for objective one makBs the maximum con-

tribution and a score of one is the minimum contribution.

Consider the separate example of Table 8 below:

Table 8. Project Scores and Rankings

Objectives
Individual Ranking Mean

referenceP1 2 3 1 2 3

1 6 6 1 5.5 6.0 1.0 4.2

2 6 5 3 5.5 5.0 3.0 4.5
3 5 4 2 3.5 4.0 4.5 4.0

4 5 3 1 3.5 2.5 6.0 4.0

5 4 3 2 2.0 2.5 4.5 3.0

6 3 2 4 1.0 1.0 2.0 1.3

Obj
W-

01

18

02

74

03

54

044
54

Total

= 200
Project

1 5 4 2 4 710

2 1 1 5 4 670

3 3 3 1 4 546
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An alternative way of oomputing the weights oould be as follows: 

Table 7. Mean Preferanoe Weights 

Individual Ranking· Mean 
Objectives Preferanoe 1 2 3 1 2 3 

1 6 6 1 5.5 6.0 1.0 4.2 

2 6 5 3 5.5 5.0 3.0 4.5 
3 5 4 2 3.5 4.0 4.5 4.0 

4 5 3 1 3.5 2.5 6.0 4.0 

5 4 3 2 2.0 2.5 4.5 3.0 

6 3 2 4 1.0 1.0 2.0 1.3 

In Table 7, if two objeotives fall into the first two slots, but are of equal value 
(6 and 6), an average of the oorresponding position numbers (6 and 5) is uaed, i.e. 5.5 for 
individual one, Likewise, objective 5, for individual 1, is in position 2 of the rankings 
and, therefore, reoeives a weight of 2. The main result of this method is to permit a wider 
spread among the objectives. 

The final step is to determine the oontribution of each project. rus is balled upon 
a scale of score values set by the projeot evaluation team. Assume that a lloale of one to 
five is ohosen--a projeot receiving a soore of five for objeotive one makes the maximum oon­
tribution and a soore of one is the minimum oontribution. 

Consider the separate example of Table 8 below: 

Table 8. Projeot Scores and RatUcUoge 

~ 
01 °2 03 04 Total 

W· 18 74 54 54 - 200 
Projeot J 

1 5 4 2 4 710 
2 1 1 5 4 670 

3 3 3 1 4 546 
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There are four objectives with weights, respeotively, of 18, 75, 54 and 54. There are

three projects each with a score for each objective. Project one receives scores of 5, 4,

2 and 4, respectively, for each objective and a total score of 710 is obtained,

s1 = 18(5) + 74(4) + 54(2) + 54(4) - 710 (19)

There are two serious inherent problems in the application of scoring techniques.

The first is in the choice of the scoring scale and the second is in the *choice of the

scoring and evaluation group. The scale can be treated as a range of project effects that

can be correlated with quantitative values. Fbr example, a project output-capital ratio

can be transformed into a numerical scale. Employing a point's scale of five to one, a

project output-investment ratio of (say) .35 - .30 might receive five points, of .30 - .259

four points, etc. Considering the difficulty in determining these values the scale should

be limited to about five intervals.

The choice of a scoring and evaluation (Delphi) group is crucial in the application

of the technique to rural development projects. Several criteria should be considered.

First, the members should be reasonably familiar with the projects, activities or programmes

to be ranked. At least one member of the committee should be chosen from the entity directly

responsible for making the feasibility studies. To maintain a degree of objectivity, people

should be included froM outside of the group expected to benefit from the project investments.

The number of committee members should be no more than five, otherwise it iS difficult to
obtain agreement of the group on the score of each project or activity.

5.4 Combining Single Goal Indicators

5.4.1 Introduction

The present section analyses the alternative methodologies for

combining multiple objectives through simple measures of project performance to

ascertain project feasibility ranking. The weighted combination of individual

objective measures will be effectuated in a variety of ways including; (1) a

combination of the benefit-cost ratio with the scoring technique; (2) combining

equity and distributional considerations in the benefit-cost ratio; and (3) a
numerical ranking scheme which allows for the simple weighting of project perfor-

mance for a number of single objective measures. The criteria at this stage do not

require the use of a complex programming technique such as goal programming or

multi-level programming (33). A rather simple procedure is required to provide

more information to policy makers who must make choices among different projects.

Clearly, these are not optimization techniques in the sense of consistent mathe-

matical programme models, but they are techniques which can be applied and which

will supply more information to policy makers than they would have received if they
wait (often without result) for the economy-wide application of more sophisticated

programming models.
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There are four objectives with weights, respeotively, of 18, 75, 54 and 54. There are 
three projects each with a score for each objeotive. Projeot one receives scores of 5, 4, 
2 and 4, respectively, for each objective and a total score of 710 is obtained, 

(19) 

There are two serious inherent problems in the applioation of scoring teohniques. 
The first is in the ohoice of the scoring scale and the "econd is in the ohoice of the 
scoring and evaluation group. The soale can be treated as a range of projeot effeots that 
can be correlated with quantitative values. For e%8IIlple, a projeot output-oapital ratio 
oan be transformed into a numerioal scale. Employing a point's scale of five to one, a 
projeot output-investment ratio of (say) .35 - .30 might reoeive five points, of .30 - .25, 
four points, etc. Considering the diffioulty in determining these values the soale should 
be limited to about five intervals. 

The choioe of a sooring and evaluation (Delphi) group is crucial in the applioation 
of the teohnique to rural development projects. Several criteria should be considered. 
First, the members should be reasonably familiar with the projects, activities or programmes 
to be ranked. At least one member of the oommittee should be ohosen from the entity direotly 
responsible for making the feasibility studies. To maintain a degree of objeotivity, people 
should be inoluded from outside of the group expected to benefit from the project investments. 
The number of committee members should be no more than five, otherwise it is difficult to 
obtain agreement of the group on the soore of each project or activity. 

5.4 Combining Single Goal Indioators 

5.4.1 Introduction 

The present section analyses the alternative methodologies for 
combining multiple objectives through simple measures of project performanoe to 
ascertain project feasibility ranking. The weighted oombination of individual 
objeotive measures will be effectuated in a variety of ways including: (1) a 
combination of the benefit-cost ratio with the sooring technique; (2) combining 
equity and distributional oonsiderations in the benefit-oost ratio; and (3) a 
numerical ranking scheme which allows for the simple weighting of project perfor­
mance for a number of single objective measures. The criteria at this stage do not 
require the use of a oomplex programming technique such as goal programming or 
multi-level programming (33). A rather simple prooedure is required to provide 
more information to polioy makers who must make choices among different projects. 
Clearly, these are not optimization techniques in the sense of consistent mathe­
matical programme models, but they are teohniques whioh can be applied and whioh 
will supply more information to policy makers than they would have received if they 
wait (often without result) for the economy-wide application of more sophistioated 
programming models. 
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5.4.2 Benefit-Cost Analysis and Non-quantificable Effects

A first approach to combining several economic objectives is to use the

benefit-cost or cost-effectiveness ratio and combine it, in some fashion, with

the scoring model discussed in previous sections. This approach, suggested by

Acar (1)9 is an appropriate technique for this purpose, using the benefit-cost

ratio as a principal criterion and weighting the ratio by the additional effects

that a project may have on social objectives. Thus, assume first of all that a

project has been evaluated using a standard economic cost-benefit ratio. This

ratio could be used to obtain a ranking of the project alternatives, but these

may change if the project has non-efficiency consequences that have not been

accounted for in the benefit-cost analysis. The solution is a benefit-cost ratio

adjusted by a factor Is as follows:

(B/O' = (B/C) (Is) (2o)

where B/C = the economic benefit-cost ratio,

Is = an "index of suitability" and

1 - a< Is < 1 + a (21)

The index of suitability, which modifies the economio benefit-cost calcula,

tions, is based upon the policy maker's judgement as to how muoh he would allow for

shifts away from the efficiency criteria (by factor a) such that the suitability

index can be no smaller than (1 - a) and no Larger than (1 + a). An example

demonstrates the value of this particular relationehip. In Table 9 three projects

are shown with cost-benefit ratios ranging from 2.0 to 1.5. Under this criterion

it would be appropriate to choose project (3) with the highest priority, project

(1) next, and then project (2) with the lowest priority. However, assume that on

the basis of a scoring modelt non-efficiency effeots of the three projects have

been scored and these scores range from 53 to 203. These scores are now transformed

into the range (1 - a), (1 a). If it is assumed that policy makers will not

permit a greater variation than twenty percent away from the efficiency level,

i.e. a= 0.20, then the scores ranging from 55 to 223 are transformed into the

segment 0.80 to 1.20. This transformation (following the explanatory footnote of

Table 9) gives a modified benefit-cost ratio for each of the three projects. This

new ratio changes the rankings of the three projects beoause the benefit-cost ratio

of the highest ranked project is reduced by twenty percent because it had the lowest

score, and the lowest ranked project with benefit-cost ratio of 1.58 has its numerical

value increased by twenty peroent beoause it had the highest score in the non-efficency

category. In the example, project (1) remains in its relative position after the

modified benefit-cost oaloulations are made. While this procedure contains an element

of arbitrariness because of the ad hoo selection of the coeffioients the approach does

provide a systematic means to combine the benefit-cost ratio with other social and

economic objectives.
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5.4.2 Benefit-Cost Analysis and Non=quantifioable Effeots 

A first approach to oombining several economio objectives is to use the 
benefit-cost or cost-effeotiveness ratio and oombine it, in some fashion, with 
the scoring model disoussed in previous seotions. This approaoh, suggested by 
Acar (1 ) , is an appropriate teohnique for this purpose, using the benefit-cost 
ratio as a prinoipal oriterion and weighting the ratio by the additional effects 
that a projeot- may have on sooial objeotives. Thus, assume first of all that a 
projeot has been evaluated using a standard economio cost-benefit ratio. This 
ratio could be used to obtain a ranking of the projeot alternatives, but these 
may change if the projeot has non-effioienoy oonsequenoes that have not been 
accounted for in the benefit-cost analysis. The solution is a benefit-cost ratio 
adjusted by a factor Is as fo llows I 

(20) 

where Ble s the economio benefit-oost ratio, 

Is = an "index of suitability" and 

l-aiIs!f l + a (21) 

The index of Suitability, whioh modifies the eoonomio benefit-cost oalcula.­
tions, is based upon the polioy maker's jmgement as to how much he would allow for 
shifts away from the effioienoy oriteria (by factor a) such that the suitability 
index can be no smaller than (1 - a) and no larger than (1 + a). An example 
demonstrates the value of this partioular relationship. In Table 9 three projeots 
are shown with oost-benefit ratios ranging from 2.0 to 1. 5. Under this oriterion 
it would be appropriate to ohoose project (3) with the highest priority, project 
(1) next, and then projeot (2) with the -lowest priority. However, assume that on 
the basis of a scoring model, non-effioienoy effeots of the three projeots have 
been scored and these scores range from 53 to 203. These scores are now transformed 
into the range (1 - a), (1 + a). If it is assumed that polioy makers will not 
permit a greater variation than twenty peroent away from the effioienoy level, 
i. e. a s 0.20, then the soores ranging from 55 to 223 are transformed into the 
segment 0.80 to 1.20. This transformation (following the explanatory footnote of 
Table 9) gives a modified benefit-cost ratio for each of the three projeots. This 
new ratio changes the rankinge of the three projeots beoause the benefit-cost ratio 
of the h18hest ranked projeot is reduced by twenty percent beoause it had the lowest 
score, and the lowest ranked project with benefit-cost ratio of 1.58 has its numerioal 
value inoreased by twenty percent because it had the highest soore in the non-effioency 
oategory. In the example, projeot (1) remains in its relative position after the 
modified benefit-cost oaloulations ars made. While this procedure oontains an element 
of arbitrariness beoauee of the ad hoo seleotion of the coeffioients the approach does 
provide a systematio means to oQmbine the benefit-cost ratio with other sooial and 
eoonomio objectives. 
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the mid-range soore, the average of the highest and the

lowest score

the policy standard for range of the scores, as in

equation (21)

the highest score

the lowest score

-38-

Table 9, Benefit-Cost Ratio and the Suitability Index

Fbr example, it might be possible to obtain scores for the social development

components of the rural development projects such as health, education and nutrition

programmes; they would be combined using the suitability index of the proposed

criterion. Thus, if a project has a high benefit-cost ratio because it yields large

increases in the net incomes of benefiting farmers from its production and production

support components and if the social development component of the project has a low

degree of cost-effectiveness, this can be introduced via a score. This procedure

would appear to be superior to one of merely neglecting the social development corn,

ponents of a rural development project.

Likewise, it would be possible to extend the scoring analysis to include

factors such as the indirect impacts of the investment projects as well as the

social consequences of individual project components. Thus, a project which is

within a very poor region may have its benefit-oost ratio adjusted by an index of

suitability which is inversely proportional to the level of regional per capita

income. As recommended, this index can easily be constrained within limits desired

by the national or regional planners so as to avoid overWhelming the efficiency

effects of the project with the non-efficiency elements.

(a.0.20)

1 1.65 170 1.07 1.77

2 1.50 223 1.20 1.80

3 2.00 55 0.80 1.60

Is
=

u =

v° =

a =

v .

vm
=

Project B/C Score Is (B/C)'
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Table 9. Benefit-Cost Ratio and the Suitability Index 

Project Ble 

1 1.65 

2 1.50 

3 2.00 

I = 1 + u 
s 

(2 a) 

Score 
I 

s (B/e )1 

(a=O.20) 

170 1.07 1.77 

223 1.20 1.80 

55 0.80 1.60 

, where 

u = plus or minus deviation of each score from the mid-range 
score v' 

v' ~ the mid-range soore, the average of the highest and the 
lowest Bcore 

a = the policy standard for range of the scores, as in 
equation (21) 

v
M 

~ the highest score 

v c the lowest Bcore 
m 

FOr example, it might be possible to obtain soores for the sooial development 
components of the rural development projects such as health, education and nutrition 
programmes; they would be combined using the suitability index of the proposed 
criterion. Thus, if a pro ject has a high benefi t-oost ratio because it yields large 
increases in the net incomes of benefiting farmers from its production and production 
support components and if 'the social development component of the projeot has a low 
degree of cost-effeotiveness, this can be introduced via a score. This procedure 
would appear to be superior to one of merely neglecting the social development com­
ponents of a rural development projeot. 

Likewise, it would be possible to extend the scoring analysis to inolllie 
factors such as the indirect iJDpacts of the investment projects as well as the 
social consequanoes of individual projeot components. Thus, a projeot whioh is 
within a very poor region may have its benefit-oost ratio adjusted by an index of 
suitability which is inversely proportional to the level of regional per oapita 
income. As recommended, this index can easily be constrained wi thin limits desired 
by the national or regional planners so as to avoid overwhelming the effioiency 
effects of the project with the non-effioiency elements. 
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These procedures are related to a suggestion by Professor Harberger (39),

who proposes that the standard efficiency benefit-cost ratio may be oombined with

information on the effects of a projeot on the poorest income groups. Assume for
the sake of discussion that project's costs are separated into twp categories: the

total benefits and costs of a project (irrespeotive of who might receive them) and

the benefits and costs that go to the poorest segment of the rural population. The
former will be called the benefits, B, and the costs, CI and the latter will be

designated as the benefits, Hp, to the poorest groups and the costs, Cp, to the

poorest groups.

The distributional benefits of a project should not be allowed to make up

more than a certain share of the total project net benefits perhaps no more than

20 percent. Any project with net distributional benefits that exceeded (say)

15 percent of its net efficiency benefits wou2d have its distributional benefits

constrained to that 15 percent differential so that the project would not have an

unfair advantage in any comparison made with an "efficient" project Which had no

distributional benefits at all. Thus,

(B C ) / (B - C) < a
P P

5.4.3 Weighting Multiple Objectives

Short of undertaking a complete programming exercise of the type suggested

by Candler and Boehlje (17) or Sfeir-Younis and Bromley (106), a compromise solution

is to use the separate rankings obtained from the partial indicators of project

performance and weight the rankings to obtain an aggregate pro ject ordering under

alternative (preference) weights for each of the economic and social objectives.

Fbr each of the rural development objectives, an indicator is chosen from the

alternatives discussed in previous sections and is used to rank each of the projects

according to each of the individual objectives.

There are twb types of ranking that may be used for this purpose - the ordinal

or the cardinal rankings. The former, obtained by using a pre-set scale, is the

ranksd position of each of the projects for each of the objectives. The income

objective is represented by the benefit cost-ratio, the employment objective by

the employment-investment ratio and the balance of payments objective by a foreign

exchange-investment ratio or domestic resource cost criterion.

An example of such a ranking is shown in Table 10 where five projects and three

objectives are rebresented and the two systems of ranking are compared. The ordinal

ranking shows that the project with the highest value for a given objective receives

a ranking of five, the next a ranking of four and the lowest receives a ranking of one.

This is an ordinal ranking because the determination is Whether a project's position

is higher than the other and the ranked "distance" between the two projects is of no

concern under this scheme.

(22)
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Table 10. Ordinal (YPI EP, I) and Cardinal (YP

P
P) Project Rankings by Objective

5 . highest ranking

1 = lowest ranking

Project

Benefit-cost

ratio (BCR)

Employment

capital

ratio (ECR)

Fbreign exchange-

capital

ratio (FCR)

Income

Rankings
Fbreign ExchangeEmployment

YP V) E P -t-13 FP p-p

A 1.8 0.8 1.2 4 1.14 5 1.86 2 0.61

B 2.3 0.5 0.6 5 1.46 4 1.16 1 0.30

C 1.2 0.35 2.7 2 0.76 3 0.81 4 1.36

D 1.1 0.2 1.8 1 0.70 1 0.47 3 0.91

E 1.5 0.3 3.6 3 0.95 2 0.70 5 1.82

Average 1.56 0.43 1.98

Table 10. Ordinal c?, E
P

, ?) and Cardinal ct, jP, Ff) Project Rankings by Objective 

Employment Foreign exchange- Ranldne,:s 
Benefit-cost capital capital Income Employment Foreign Exchange 

Project ratio (BCR) ratio (ECR) ratio (roR) y!' yP EP E'P FP FP 

A 1.8 0.8 1.2 4 1.14 5 1.86 2 0.61 

B 2.3 0.5 0.6 5 1.46 4 1.16 1 0.30 

C 1.2 0.35 2.7 2 0.76 3 0.81 4 1.36 

D 1.1 0.2 1.8 1 0.70 1 0.47 3 0.91 

E 1.5 0.3 3.6 3 0.95 2 0.70 5 1.82 
t 
I 

Averags 1.56 0.43 1.98 

-- ---- -- ---- -- --

5 = highest ranking 

1 lowest ranking 

" 
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An alternative procedure is to use a cardinal ranking which takes into

account the "distance" between the projects for each of the investment criteria so

for the income objective Y, project A is ranked the highest with a numerical value

of 1.46/ project B is ranked next with a value of 1.14, and so forth, until projectD

is ranked with a value of 0.7. These cardinal values are obtained by taking the

ratio for each criterion of the individual value for the project to the average for

each criterion such that, for example, for project B, 1.46 (2.3)/(1.56) for the
BCR criterion. Thus, the ordinal ranking for each of the objectives is obtained by

the following relationships:

:Y7 P . BCRP/ E BCRP (23)

P ECRP/ ECRP (24)

P FCRP/ E FCRP (25)

for each project p and n projects.

The purpose of the exercise is to combine the three objectives income,

employment and foreign exchange into a single ranking such that the ordinal
ranking is defined as:

R .y Y + e E + fF (26)

where p is any project and R is its respective ranking for the weights y, e and f

such that y + e + f 1. Likewise, the cardinal ranking is defined as:

R =
Py Y +

8P
fT'P

P P
(27)

Fbr each set of weights y, e and f there will be a distinct ranking Ri of
the projects. Fbr example, in Table 11 two alternative weights are shown for the
two ordinal rankings (R1, R2) and the two cardinal rankings (Rl, 142). Under the
relationship R2, the ranking across each of the individual objectives is

. 3.75e (0.25) (3) + (0.25) (2) + (0.50) (5), and (28)

the value of project E . 3.75 is a weighted average of project scores under the
ordinal ranking. Similarly, for the cardinal ranking R2 for project E with the
same weights

. 1.33 = (0.25) (0.95) + (0.25) (0.70) + (0.5) (1.82) (29)
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An alternative procedure is to use a oardinal ranking whioh takas into 
account the "distanoe" between the projeots for each of the investment criteria so 
for the income objeotive Y, project A is ranked the highest with a numerioal value 
of 1.46, projeot B is ranked next with a value of 1.14, and so forth, until projeot D 

is ranked nth a value of 0.7. These oardinal values are obtained by taking the 
ratio for each oriterion of the individual value for the project to the average for 
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OOR
P
/ 

p 
-p L OOR P (23) Y c 

n 

~~/ 
p 

-p L ~RP (24) E c 

n 

-p ~~/ L FUR P (25) F • 
n 

for each projeot p and n projects. 

The purpose of the exeroise is to combine the three objeotives - inoome, 
employment and foreign exohange - into a single ranking such that the ordinal 
ranking is defined as: 

(26) 

where p is any project 8nd R is its respeotive ranJdng for the weights y, e and f 
such that y + e + f. 1. Likewise, the cardinal ranJd ng is defined as: 

iiP - Y yP + e E p + f pP 

For eaoh set of weights y, e and f there will be a distinot ranking R· of 
the projects. For example, in Table 11 two alternative weights are shown fO; the 
two ordinal rankinge (Rl' R2) and the two oardinal rankings (Rlt R2). Under the 
relationship R2, the ranking across each of the individual objectives is 

E. 3.75. (0.25) (3) + (0.25) (2) + (0.50) (5), and (28) 

the value of projeot E. 3.75 is a weighted average of projeot soores under the 
ordinal ranking. Similarly, for the oardinal ranking R2 for project E' with the 
same weights 
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Table 11. Ordinal (Ri, R2) and Cardinal (K19 7,'.2) Combined Rankings

_1/ The project ranking factors (y, e, f) such that y + e + f = 1.

It is important to emphasize that the weights y, e and f are not social

welfare preference weights and that the assignment of value 0.50 to the balance

of payments objective does not mean that it is twice as important as either the

income or the employment objective which each have weights of 0.25. Rather it

means simply that the ranking of the project has twice the value as the ranking

of the other two objectives, i.e. they are merely relative weights. It is an

additional step to make these weights y, e and f consistent with preference weights

as discussed in McGaughey and Thornbecke (76). It is enough to state at this point

that it is possible to transform the weighting equation into a relationship that

would represent the preference weights of the policy maker, but it is necessary to

obtain equivalent preferences values for each objective from the policy maker.

It is useful to note that the proposed procedures will not always produce

the same orderings for the ordinal and the cardinal rankings. Fbr example, under

comparisons R1 and R1, for the ordinal ranking there is a small numerical gap

between the highest and the next highest projects A and B, and for the cardinal

ranking there is a substantial gap between projects A and B. Likewise, under the

cardinal ranking project B does very poorly relative to the other projects and this

poor performance is more reflected in the value that it receives for the cardinal

ranking, B = 0.38. Projects B and C have different positions within the ranking

since project B has a high ordinal ranking of 2.75, while it has a vsry low

cardinal ranking of 0.81 due to the relative separation between the projects is

more nearly reflected by the ranking Ti.2.

The proposed ranking mechanism is designed to be of utility to project

designers and planners when there is a serious underlying lack of information about

the effects of rural development projects in different regions.

(.33,

R1

.33, .33) -3/ (0.25,
R2

0.25, 0.50) (0.33/

R1

0°33, 0.33) (0.259
R22

0.259 0.5)

A = 3.67 E = 3.75 A = 1.20 E = 1.33

B = 3.33 A = 3.25 E = 1.16 A = 1.07

E = 3.33 B = 2.75 C = 0098 C = 1.07

C = 3.00 C = 2.25 B - 0.97 B - 0.81

D . 1.67 D = 2.00 D = 0.69 D = 0.76
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Table 11. 

HI H2 HI H2 

(.33, .33, .33) Y (0.25, 0.25, 0.50) (0.33, 0.33, 0.33) (0.25, 0.25, 0.5) 

A ~ 3.67 E ~ 3.75 A a 1.20 E • 1.33 

B = 3.33 A a 3.25 E = 1.16 A - 1.07 

E - 3.33 B ~ 2.75 c ~ 0.98 c • 1.07 

c = 3.00 C = 2.25 B = 0. 97 B · 0.81 

D = 1.67 D = 2. 00 D = 0.69 D = 0.76 

Y The project ranking factors (y, e, f) such that y + e + f ~ 1. 

It is important to emphasize that the weights y, e and f are not sooial 
welfare preference weights and that the assignment of value 0.50 to the balance 
of payments objective does not mean that it i s twice as important as either the 
inoome or the employment objeotive which each have weights of 0.25. Rather it 
means simply that the ranking of the project has twice the value as the ranking 
of the other two objectives , i.e. they are merely relative weights. It is an 
additional step to make these weights y, e and f consistent with preference weights 
as discussed in McGaughey and Thornbecke (76). It is enough to state at this point 
that it is possible to transform the weighting equation into a relationship that 
would represent the preference weights of the policy maker, but it is necessary to 
obtain equivalent preferences values for each objective from the policy maker. 

It is useful to note that the proposed prooedures will not always produce 
the same orderings for the ordinal and the cardinal rankings. For example, lUlder 
oomparisons HI and iiI' for the ordinal ranking there is a small numerical gap 
between the highest and the next highest projects A and B, and for the oardinal 
ranking there is a SUbstantial gap between projects A and B. Likewise, lUlder the 
cardinal ranking project B does very poorly relative to the other projects and this 
poor performance is more reflected in the value that it receives for the oardinal 
ranking, B = 0.38. Projeots B and C have different positions within the ranking 
since project B has a high ordinal ranking of 2.75, while it has a very low 
cardinal ranking of 0.81 due to the relative separation between the projects is 
more nearly reflected by the ranking R2. 

The proposed ranking mechanism is designed to be of utility to project 
designers and planners when there is a serious lUlderlying lack of information about 
the effects of rural development projects in different regions. 



-43 -

The objective of the recommended evaluation procedure is to contribute more

information to the existing decision making process by identifying projects which

are likely to perform well under many circumstances and those Which might be

expected to do poorly under a wide range of weights that policy makers might place

on these objectives. No single decision rule or procedure - however cosistent and

theoretically proper - can be the sole or even main criteria for making investment

decisions.

It is unlikely that policy makers will be able to express the "weights" that

they place on economic and social objectives. This means that the economic planner

will have to follow a procedure that uses a wide range of poesible weights giving

preponderant importance to one and then another objective or by giving similar

importance to two or more objectives. The number of such possibilities are large

and those that seem the most relevant ones will have to be worked out by planners.

For each set of possible weights a ranking of the project possibilities will be

obtained, and for several rankings (and set of weights) planners may begin a

process of choice and elimination. There often will be projects that are ranked

high for many of the weighted rankings - these projects can be chosen with greater

confidence as those contributing to a wide variety of economic and social objectives;

likewise, projects that perform poorly (ranked low) for many alternative weights can

be eliminated with a greater degree of confidence. Project D (Table 11) rankn

poorly and project E does well under a number of presented circumstances. Of course,

as new projects are discovered and designed these should be added and the procedure

repeated. Likewise, projects which are discarded at one time should constantly be

reviewed as a part of the procedure because they might rank higher at a later date.

Therefore, the essence of this system is to continuously evaluate and re-evaluate

a constantly changing batch of project alternatives.

The procedure can be applied to circumstances in which there are rural develop-

ment projects containing both productive and social elements, as in the rural develop-

ment programmes of Mexico and Colombia. Thus, if rural development projects can be

appraised under criteria such as the cost-benefit ratio, employment-capital ratio,

and domestic resource cost ratio, one can proceed to apply alternative ranking weights

and point out the projects that seem to perform especially well.

A second alternative would be to use the procedure to weight the internal

rural development project elements. Suppose that there are projects A and B, each

with two major categories of investments - produotion development and social

infrastructure. If the productive activities can be appraised using the benefit-

cost ratio or the employment-capital ratio and the social activities can be evalu,-

ated using a form of the benefit-cost ratio or, lacking data, a cost-effectiveness

ratio, then weights can be set on the importance of the productive and social inputs

of the project. If planners assume that the productive support benefits are of

primary importance and the social services are of secondary importance,they might

attach a relative weight to these two elements of (say) .75 for production effects

and .25 for social development effects. This would limit the extent to which any

one of the separate services of the project, productive or social, would overwhelm

the ranking of the project.
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The objective of the reoommended evaluation procedure is to contribute more 
information to the existing deoision making process ~ identifying projeots which 
are likely to perform well under many ciroumstances and those whioh might be 
expected to do poorly under a wide range of weights that polioy maksrs might place 
on these objectives. No single decision rule or procedure - however . cosistent and 
theoretically proper - can be the sole or even main oriteria for making investment 
decisions. 

It is unlikely that policy makers will be able to express the "weights" that 
they place on economic and sooial objeotives. This means that the economic planner 
will have to follow a prooedure that uses a wide range of possible weights giving 
preponderant importance to one and then another objective or by giving similar 
importance to two or more objeotives. The number of such possibilities are large 
and those that seem the most relevant ones will have to be worksd out by planners. 
Fbr each set of possible weights a ranking of the projeot possibilities will be 
obtained, and for several rankings (and set of weights) planners may begin a 
process of choice and elimination. There often will be projeots that are ranked 
high for many of the weighted rankings - these projects can be ohosen with greater 
confidence as those contributing to a wide variety of economic and social objectives; 
likewise, projects that perform poorly (ranked low) for many alternative weights can 
be eliminated with a greater degree of oonfidenoe. Project D (Table 11) ranks 
poorly and project E does well under a number of presented circumstances. Of course, 
as new projects are discovered and designed these should be added and the procedure 
repeated. Likewise, projects which are discarded at one time should constantly be 
reviewed as a part of the prooedure because they might rank higher at a later date. 
Therefore, the essence of this system is to oontinuously evaluate and re-evaluate 
a constantly changing batch of project alternatives. 

The procedure can be applied to oircumstances in which there are rural develop­
ment projects containing both productive and social elements, as in the rural develop­
ment programmes of Mexico and Colombia. Thus, if rural development projects oan be 
appraised under criteria such as the cost-benefit ratio, employment-capital ratio, 
and domestic resource cost ratio, one can prooeed to apply alternative ranking weights 
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rural development project elements. Suppose that there are projects A and B, each 
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One can define a ranking:

R =xX+sS (30a)

= x (BCR) + s (CER) and (30b)

x + s = 1

to obtain a weighted average of its production and social development effects

wherein the production development effects (X) are represented by the benefit-cost

ratio (BCR) and the social development impact (S) is represented by the cost-

effectiveness ratio (CR). Following the example of Table 12, there are two

projects A and B each with production and social development components X and St

measured by the benefit-cost ratio and the cost-effectiveness ratio. Project A

has a benefit-cost ratio of 2.8 and project B a benefit-cost ratio of 1.9.

Project A has a cost-effectiveness ratio (say) for an education subprogramme of

thirteen students per US$100 expended in the programme and project B seventeen

students trained per US$100 expended in the programme. The cardinal ranking is

obtained as in early examples as the ratio between the specific indicator and its

average such that the production effect of project A is 1.19 = (2.8) / (2.35).

Finally, a weighted ranking is obtained under the assumption that the production

effects are weighted by the factor .75 and the social development effects by the

factor .25. While project A has a higher production effect than B and project B

a higher social development effect than A. project A is preferred. In fact, not

until the social development weight is given a value of s = .6 and the production

component a value of x = .4 are the projects equal in their overall rankings.

The implications of such calculations in these comparisons provide policy makers

with considerable additional information on the impacts of their decisions as well

as the importance that one or another component might play in an investment.

Table 12. Ranking of Projects with Production and Social Sub-projects

Project

Production

Component
X= BCR

Social

Component

S = CER

Cardinal Ranking

XP -SP
Weighted Ranking

171
(0.75 , 0.25)

A

B

2.80

1.90

13

17

1.19 0.87

0.81 1.13

1.11

0.89

Average 2.35 15

I 
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Production Social Cardinal Ranking Weighted Ranking} 
Component Component 

Project X = BCR 5 = CER xP sP iil (0.75 , 0.25) 

A 2.80 13 1.19 0.87 1.11 

B 1.90 17 0.81 1.13 0.89 

Average 2.35 15 

y x= 0.75; s= 0.25 



45

6. SENSITIITITY ANALMIS

6.1 Present Procedures

F011owing the conduot of the initial social oost-benefit analysis a common technique

is to incorporate effects of risk or uncertainty by preparing a detailed sensitivity analysis.

This sensitivity analysis treats the benefit-oost ratio, the present value criterion or the

internal rate of return criterion under the assumption that there are systematic differences

in the important parameters making up the original calculations.

There is considerable literature on alternative ways of incorporating risk and

uncertainty into project evaluation, notably, Pouliquan (91) and Reutlinger (94). These

approaches emphasize estimates based upon either historical experience or technical

perception of the probability that the benefits, costs, prices, outputs and other technical

parameters will achieve the values that have been estimated under the initial certainty

approach. Thus, for example, it is suggested that one can obtain an estimate of the proba-

bility distribution of project investment costs. This can be oombined with appropriate

probability distributions for inputs and outputs of the projects and they all can be corn,-

bined into a probabilistic present value or benefit-cost Orit,vion.

It is not the purpose of this section to present a detailed review of alternative

approaches to treating_risk and uncertainty in project evaluation. While most project

evaluation manuals pay lip service to the importance of introducing risk and uncertainty,

there are no widely used simple methodologies for introducing probability as an element of

the project oost and benefit calculations. While specific projects may have been evaluated

using such techniques,there is a considerable element of personal subjective judgement in

determining the probability distributions for each of the individual cost and benefit flows.

If a probability distribution is not known for every variable making up the net benefit

stream, then the risk analysis is nearly meaningless. Therefore, probability analysis cannot

easily be introduced at a practical level of evaluation of rural development projects which

are composed of many sub-projects each with different technical, eoonomic and social conse-

quences. While one can conoeive that probability estimates might be obtained for a simple

agricultural project which produces, say, five or six commodities with a relatively well-

known technology,it would not seem possible to do the same for a project that has ten or

fifteen sub-projects each with a large variety of services and produots. Therefore, in

the foreseeable future it will be necessary to proceed using rather simple sensitivity

analysis in which technicians make arbitrary adjustments in the important variables of the

cost-benefit flows and check the response of the measures of project worth to these systema-

tic variations in relation to the chosen criteria.

The current practice of international lending agencies as well as national planning

groups is to approach sensitivity analysis in a rather pragmatic, conservative and somewhat

arbitrary way. The sensitivity analysis usually proceeds along the following lines: first,

the cost and benefit flows of the project are obtained using the "best estimates" of the

individual technician in the field based upon recent historical experience; secondly, on

the cost side, systematic increases are made in the investment and operating costs by ten,

twenty and thirty percent over the project's life; thirdly, on the benefit side, variations

are made to reduce the produot prices, yields or similar variables by five, ten, fifteen,

and twenty percent over the life of the project; fourthly, the internal rate of return of

the project is recomputed for the alternative cost and benefit flows constructed from the

percentage variations in the values indicated previously, showing thereby, variations in
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6. SENSITIVITY ANAL1SIS 

6.1 Present Prooedures 

Following the conduot of the initial 800ial oost-benefit analyais a common teohnique 
is to incorporate effeots of risk or unoertainty by preparing a detailed sensitivity analyais. 
This sensitivityanalyais treats the benefit-oost ratio, the present value oriterion or the 
internal rate of return oriterion under the assumption that there are syatematic differenoes 
in the important parameters making up the original oaloulations. 

There is considerable literature on alternative waya of inoorporating risk and 
uncertainty into projeot evaluation, notably, Pouliquen (91) and Reutl1nger (94). These 
approaches emphasize estimates based upon either historioal experienoe or teohnioal 
perception of the probability that the benefits, oosts, prioes, outputs and other technioal 
parameters will achieve the values that have been estimated under the initial oertainty 
approach. Thus, for e>:ample, it is suggested that one can obtain an estimate of the proba.­
bility distribution of projeot investment costa. This oan be oombined with appropriate 
probability distributions for inputs and outputs of the projeots and they all oan be com­
bined into a probabilistio present value or benefit-ooat orit~ion. 

It is not the purpose of this seotion to present a detailed review of alternative 
approaches to treating .risk and uncertainty in project evaluation. While most project 
evaluation manuals pay lip service to the importanoe of introducing risk and uncertainty, 
there are no widely used simple methodologies for introducing probability as an element of 
the projeot cost and benefit caloulations. While speoific projeots may have been evaluated 
using such teohniques, there is a ocllBiderable element of personal subjeotive juigement in 
determining the probability distributions for each of the individual oost and benefit flows. 
If a probability distribution is not known for every variable making up the net benefit 
stream, then the risk analyais is nearly meaningless. Therefore, probability analyais cannot 
easily be introduced at a practical level of evaluation of rural development projects which 
are oomposed of many sub-projeots each with different teohnioal, economio and social conse­
quences. While one oan oonoeive that probability estimates might be obtained for a simple 
agricultural projeot whioh produces, say, five or six oommodities with a relatively well­
known technology, it would not seem possible to do the same for a project that has ten or 
fifteen sub-projects each with a large variety of services and products. Therefore, in 
the foreseeable future it will be necessary to prooeed using rather simple sensitivity 
analyais in whioh techniciallB make arbitrary adjustments in the important variables of the 
oost-benefit flows and oheok the response of the measures of projeot worth to these syatema­
tic variations in relation to the ohosen oriteria. 

The current praotioe of international lending agenoies as well as national planning 
groups is to approach sensitivity analyais in a rather pragmatic, conservative and somewhat 
arbitrary way. The sensitivity analyais usually proceeds along the following lines: first, 
the cost and benefit flows of the project are obtained using the "best estimates" of the 
individual technioian in the field based upon recent hi storical experience; secondly, on 
the cost side, systematic increases are made in the investment and operating costs by ten, 
twenty and thirty peroent over the projeot's life; thirdly, on the benefit side, variations 
are made to reduce the product prioes , yields or similar variables by five, ten, fifteen, 
and twenty percent over the life of the projeot; fourthly, the internal rate of return of 
t he project is recomputed for the alternative oost and benefit flows oonstructed from the 
percentage variations in the values indicated previously, showing thereby, variations in 



46

the internal rate of return or benefit-cost ratio of the projects; fifthly, the internal

rates of return are compared to some cut-off rate and if all or most of the internal rates

of return, even under the more conservative cost and benefit variations, are acceptable

the project is deemed viable.

Table 13 shows the simple sensitivity analysis used by external lending agencies in

computing internal rates of return for candidate projects. In this hypothetical case a

project has an initial outlay of US$100 in year 0 and a uniform net benefit of US$25 annually

over ten years and an internal rate of return of 21.4 percent without any adjustment in the

benefits or costs. The rate of return of the project is recalculated for operating and

investment costs which are expected to increase by five, ten, fifteen and twenty percent,

respectively, and annual project benefits are expected to diminish by factors of five, ten,

fifteen and twenty percent. In the hypothetical example, the original rate of return is a

respectable 21 percent, but it diminishes rather rapidly as adjustments are made in the

benefits and costs of the project. Thus, if the project economist had underestimated invest-

ment and operating costs by five percent and overestimated project benefits by five percent,

the internal rate of return would be fully seven percentage points less. It is rather easy

to anticipate that project rates of return will be highly sensitive to variations in the costs

and benefits.

Therefore, it is advisable that project evaluators undertake a more detailed cost and

benefit sensitivity analysis than that just referred to. The project benefit and cost flows

should be disaggregated into their most important components, including the technical co-

efficients and the prices - both shadow and market - used to obtain the real input and output

flows. Hence, it might occur that a project's profitability is insensitive to some of these

variables such asthe price of labour or the price of foreign exchange and more sensitive to

other variables such as the rate of interest, the price of domestic inputs or the price of

skilled labour.

Table 13. Internal rate of return for percentage variations in costs

and benefits. (Initial investment I = 100; annual benefits

B = 60; annual costs C = 35; time period, 10 years.)

= percentage increase in total costs (investment plus annual costs).

. percentage decrease in benefits.

= a negative internal rate of return.

%HLX
%AB 0 +5 +10 +15 +20

0 21.4 17.9 14.5 11.2 8

-5 17.7 14.1 10.8 7.5 4.3

-10 13.7 10.2 6.8 3.2 0

-15 9.6 6.0 _ - -
-20 5.1 1.3 - - -
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the internal rate of return or benefit-cost ratio of the projeots; fifthly, the internal 
rates of return are compared to some cut-cff rate and if all or most of the internal rates 
of return, even under the more conservative cost and benefit variations, are acceptable 
the project is deemed viable. 

Table 13 shows the simple sensi tivi ty analysis used by external lending agenoies in 
computing internal rates of return for candidate projects. In this hypothetical case a 
project has an initial outlay of 1£S1OO in year 0 and a uniform net benefit of 1£$25 annually 
over ten years and an internal rate of return of 21.4 percent without any adjustment in the 
benefits or costs. The rate of return of the project is recalculated for operating and 
investment costs whioh are expected to inorease by five, ten, fifteen and twenty percent, 
respectively, and annual project benefits are expected to diminish by factors of five, ten, 
fifteen and twenty percent. In the hypothetical example, the original rate of return is a 
respeotable 21 percent, but it diminishes rather rapidly as adjustments are made in the 
benefits and costs of the project. Thus, if the project economist had underestimated invest­
ment and operating costs by five percent and overestimated project benefits by five percent, 
the internal rate of return would be fully seven percentage points less. It is rather easy 
to anticipate that project rates of return will be highly sensitive to variations in the costs 
and benefi tSe 

Therefore, it is advisable that project evaluators undertake a more detailed cost and 
benefit sensitivity analysis than that just referred to. The project benefit and cost flows 
should be disaggregated into their most important components, inc luling the teohnical co­
efficients and the prices - both shadow and market - used to obtain the real input and output 
flows. Hence, it might occur that a project's profitability is insensitive to some of thess 
variables such asthe price of labour or the price of foreign exchange and more sensitive to 
other variables such as the rate of interest, the price of domestic inputs or the price of 
stilled labour. 

Table 13. Internal rate of return for percentage variations in costs 
and benefits. (Initial investment I = 100; annual benefits 
B = 60; annual costs C = 35; time period, 10 years.) 

~ % f::,B 
0 +5 +10 +15 

0 21.4 17.9 14.5 11.2 

-5 17.7 14.1 10.8 7.5 

-10 13.7 10.2 6.8 3.2 

-15 9.6 6.0 - -
-20 5.1 1.3 - -

% f:,TC = percentage increase in total costs (investment plus annual costs). 

% f::,B = percentage decrease in benefits. 

(-) = a negative internal rate 0 f return. 

+20 

8 

4.3 

0 

-
-



6.2 Graphical Analysis

Two approaches are recommended in obtaining estimates of the sensitivity of measures

of project worth to variations in the prices and technical parameters of a project. The

first is to take a rather simple graphical approach as shown in McGaughey and Thorbecke (75),

using alternative values of the shadow exchange rate, the shadow wage rate and the project

discount rate and examining the variation in the benefit-cost ratio to changes in these

variables. A hypothetical example is shown in Figure 1, Which depicts the benefit-cost ratio

for two interest rates, 10 percent and 15 percent; shadow exchange rate adjustments between

one times the domestic price of foreign exchange to twice the domestic price of foreign

exchange; and two wage rates W1 and W2. This shows that the benefit-cost ratio at an interest

rate of 10 percent increases as the exchange rate is adjusted upward from 1.0 to 1.5 to twice

its official value. Likewise, if a lower shadow wage rate is used, the benefit-cost function

shifts upward from the solid to the dashed line as depicted. Correspondingly, as the interest

rate is increased from 10 to 15 percent the benefit-cost curve drops substantially. At this

higher rate of interest, 15 percent, the shadow wage rate and exchange rate adjustments are

introduced axil as the shadow exchange rate increases, the benefit-cost ratio inoreases and as

the shadow wage rate is reduced, the benefit-cost function shifts upward but to a lesser

extent, displaying a "flatter" curve than at an interest rate of 10 percent. Of course, a

similar graphical presentationY may be made for the net present value criterion, as well as

the internal rate of return criterion for similar variations In the wage rate, the foreign

exchange rate or any other variable of concern to the project analyst.

- 47 -

Y The graphical relationship is likely to be nonlinear.
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6.2 Graphical Analysis 

Two approaches are recommended in obtaining estimates of the sensitivity of measures 
of projeot worth to variations in the prioes and teohnioal parameters of a projeot. The 
first is to take a rather simple graphical approach as shown in MoGaughey and Thorbecke (75), 
using alternative values of the shadow exohange rate, the shsdow wage rate and the projeot 
discount rate and examining the variation in the benefit-cost ratio to ohanges in these 
variables. A hypothetical example is shown in Figure 1, whioh depiots the benefit-cost ratio 
for two interest rates, 10 percent and 15 peroent; shadow exohange rate adjustments between 
one times the domestic price of foreign exohange to twice the domestic price of foreign 
exohange; and two wage rates Wl ,and W2, This shows that the benefit-cost ratio at an interest 
rate of 10 percent increases as the exchange rate is adjusted upward from 1.0 to 1.5 to twice 
its official value. Likewise; if a lower shadow -wage rate is used, the benefit-cost funotion 
shifts upward from the solid to the dashed line as depioted. Correspondingly, as the interest 
rate is inoreased from 10 to 15 percent the benefi t-cost curve drops SUbstantially. At this 
higher rate of interest, 15 peroent, the shadow wage rate and exohange rate adjustments are 
introduoed and as the shadow exchange rate inoreases, the benefit-cost ratio inoreases and as 
the shadow wage rate is reduoed, the benefit-cost function shifts upward but ,to a lesser 
extent, displaying a "flatter" curve than at an interest rate of 10 percent. Of course, a 
similar graphical, presentationJV may be made fo~ the net present value criterion, as well as 
the internal rate of return criterion for similar variations in the wage rate, the foreign 
exchange rate or any other variable of concern to the project analyst. 

JV The graphical relationship is likely to be nonlinaar. 
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6.3Shadov___!prioe_1112.stiaLy.t

A second approach is to undertake a quantitative analysis of the sensitivity of an

investment indioator,twoohanges in the shadow price of labour, the shadow price of foreign

exchange and the rate of discount. The present example will utilize the benefitcost ratio

(BCR) but the present value criterion can be as easily used. The BCR of any single project

may display differing degrees of variation to changes in eaoh of the above mentioned shadow

prices. Furthermore, projeot priorities may be altered substantially by changes in input

and output prioes. Therefore, in choosing an investment programme it is essential to examine

the shadow price sensitivity of each project, because if the benefitcost ratios vary rather

uniformly for all projects, priorities among projects will not change, and if it is found

that project priorities and individual project feasibility are insensitive to, say,the wage

rate, a smaller proportion of data gathering resouroes and human talent can be used in

selecting this rate.

The benefitoost ratio is defined

BCR = Pv. (Bt) / (e ), t 0, 1, 000beg n
t

(31)

where
Bt Xt

C = the project benefits in year t measured in market prices,
xi

Xt . gross output, year t

C = variable production operating costs, year t
xi

Ct = It Ot . total project costs in year t valued at market prices,

It = investment costs,

0t
investment operating and maintenance costs,

n . the final year of the project's useful economic life, and

i = the rate of inter6st.

The BCR of equation (31) is expressed in market prices, so that shadow price adjust-

ments are made by multiplying the corresponding benefits or costs by the ratio of the shadow

price of the input (output) to the market price of the input (output). Hence

Bt
= (fXF

t XDt) (xCFxt bCBxt
CAN )

xt
(32)

where f is the ratio of the shadow exchange rate to the official exchange rate and b is the

ratio of the shadow wage rate to the market wage rate.
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6.3 Shadow Prioe Elasticity 

A seoond approach is to undertake a quantitative analysis of the sensitivity of an 
investment indioator, two ohanges in the shadow price of labour, the shadow price of foreign 
exchange and the rate of discount. The present example will utilize the benefit-cost ratio 
(BOR) but the present value oriterion can be as easily used. The BOR of any single project 
may display differing degrees of variation to ohanges in each of the above mentioned shadow 
prioes. Furthermore, ' projeot priorities may be altered substantially by ohanges in input 
and output prioes. Therefore, in choosing an investment programme it is essential to examine 
the shadow price sensitivity of each project, because if the benefit-cost ratios vary rather 
uniformly for all projects, priorities among projects will not change, and if it is found 
that projeot priorities and individual project feasibility are insensitive to, saY,the wage 
rate, a smaller proportion of data gathering resouroes and human talent oan be used in 
selecting this rate. 

The benefit-cost ratio is defined 

where B
t 

= X
t 

- Cxt = the project benefits in ysar t measured in market prices, 

X
t 

= gross output, ysar t 

C = variable production operating oosts, year t 
xt 

C
t 

= It + 0t = total projeot costs in year t valued at market prices, 

I = investment costs, 
t 

o 0= investment operating and maintenance costs, 
t 

n = the final ysar of the project's useful economic life, and 

i = the rate of interest. 

The BOR of equation (31) is expressed in market prices, so that shadow price adjust­
ments are made by multiplying the corresponding benefits or costs by the ratio of the shadow 
price of the input (output) to the market price of the input (output). Hence 

(32) 

where f is the ratio of the shadow exchange rate to the official exchange rate and b is the 
ratio of the shadow wage rate to the market wage rate. 



Also,

Xt
= fXFt + XD

XFt = the market value of (traded) exports and import

substitutes of the project, year t,

XDt = the value of domestic (nontraded) production

Cxt = fCF + bCB + CDN
xt xt xt'

Ct = fIFt + bIBt + IDNt + 0t

IFt = the foreign exchange (traded) component of public

investment, year t

IBt = the labour component of public investment, and

IDNt = the domestic nonlabour nontraded investment costs.

The values of the coefficients f and b are assumed constant throughout the project's

life. To initiate the sensitivity analysis of the BCR, limits are placed on the values of

the coefficients f and b, and the rate of interest, i, so that (fl< f< f2), (b1 < b < b2)

and (il< i < i2). It can be assumed that f = 1.0, i.e., the lower bound for the foreign

exchange adjustment is the official exchange rate, and bl = 0 and b2 = 1 since labour is

likely to be overvalued at the market wage rate and, at the very limit, its marginal produc-

tivity is equal to zero. A wide range of values for i may have to be introduced. The next

step is to systematically alter the values of f, b and i and to check the (shadow price)

sensitivity of the BCR of each project and the project priorities.

To obtain the desired measure of project sensitivity the concept of the shadow price

elasticity of the BCR is introduced. (Again, the concept can easily be extended to the next

present value criterion.) The present value of a project's benefits and costs can be viewed

as a function of the values of f, b and i. Thus,

BCRifb = PVfb (Bt) / PVfb (Ct)' t = 1, T (36)

is the ratio of the present value of the benefits of equations (32) to the present value of

the costs of equation (35), for a given interest rate, i, shadow exchange rate adjustment f

and shadow wage rate adjustment b.
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CFxt = the traded component of the variable input costs

CBxt = the labour component of the variable input costs, and

CDNxt = the balance (domestic nonlabour nontraded component)

of the variable input costs.

(33)

where,

Furthermore,

Also, 

where, 
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\ = fXFt + XDt 

XF
t 

= the market value of (traded) exports and import 
substitutes of the project, year t, 

XD
t 

= the value of domestic (nontraded) production 

CF = 
xt 

the traded component of the variable input costs 

CB = the labour component of the variable input costs, 
xt 

and 

CDN = 
xt 

the balance (domestic non-labour nontraded component) 
of the variable input costs. 

Furthermore, 

Ct = fIFt + bIBt + IDNt + 0t 

IF = the foreign 
t investment, 

exchange (traded) component of public 
year t 

IB
t 

= the labour component of public investment, and 

IDN = the domestic non-labour nontraded investment costs. 
t 

(33) 

The values of the coefficients f and b are assumed constant throughout the project·s 
life. To initiate the sensitivity analysis of the BCR, limits are placed on the values of 
the coefficients f and b, and the rate of interest, i, so that (fl ':. f ~ f 2), (bl ~ b:: b2) 
and (il ~ i :: i 2)' It can be assumed that f = 1.0, i.e., the lower bound for the foreign 
exchange adjustment is the official exchange rate, and bl = 0 and b2 = 1 since labour is 
likely tO ,be overvalued at the market wage rate and, at the very limit, its marginal produc­
tivity i s equal to zero. A wide range of values for i may have to be introduced. The next 
step is to systematically alter the values of f, band i and to check the (shadow price) 
sensitivity of the BCR of each project and the project priorities. 

To obtain the desired measure of project sensitivity the concept of the shadow price 
elasticity of the BCR is introduced. (Again, the concept can easily be extended to the next 
present value criterion.) The present value of a project's benefits and costs can be viewed 
as a function of the values of f, b and i. Thus, 

is the ratio of the present value of the benefits of equations (32) to the present value of 
the costs of equation (35), for a given interest rate, i, shadow exchange rate adjustment f 
and shadow wage rate adjustment b. 
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The elasticity of the BCR to a change in the foreign exchange rate is

L_

Thus, the elasticity of the BCR to changes in the foreign exchange costs and benefits of the

project depends upon the value of the coefficient f and the difference between (1) the ratio

of the present value of foreign exchange benefits to the present value of total benefits and

(2) the ratio of the present value of foreign exchange costs to the present value of total

costs.

The elaeticity of the BCH to changes in the shadow wage costs of the project is

defined similarly, such that

Eb = BCR b with f and i fixed.

b BCR

It can be shown that

= b

[

PV (CB )

+ PVi (IBt
)

PV (B)
PVi (Ct)t

(40)

such that the elasticity with respect to the shadow wage is determined by the level of b,

(1) the ratio of the present value of variable labour costs to the present value of benefits

and (2) the ratio of the present value of the labour component of the public investment

costs to the present valus of total costs.

Thirdly, the elasticity of the BCR to changes in the interest rate i is defined as

E,= BCR i for fixed f and b (41)
3 b BCR

for a given i and b,

E = BCRf f

- 3f

and since

BCR

BCR
PV (XF

t
CFrt) PV

(IFt) (37)

f

it follows that

PV. (C )

t

(1CR)

PVi (Ct)

Ef = f i (XFt
CF ) PV (IF)

(38)
PV. (B)

t
PV (c )
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The elasticity of the BCR to a change in the foreign exohange rate i s 

E ~ 
f 

a BCR • -L. 
a f BCR 

for a given i and b, and since 

d BCR ~ 
a f 

it follows that 

E = 
f 

PV i (XFt - CFxt ) 

PVi (C t ) 
(37) 

Thus, the elasticity of the BCR to changes in the foreign exchange costs and benefits of the 
project depends upon the value of the coefficient f and the difference between (1) the ratio 
of the present value o~ foreign exChangA benefits to the present value of total benefits and 
(2) the ratio of the present value of foreign exchange costs to the present value of total 
coste. 

The elasticity of the ECR to changes in the shadow wage costs of the project is 
defined similarly, such that 

E ~ 
b 

It can be shown that 

~ ~ - b 

~ with f and i fixed. (39) 
BCR 

such that the elasticity with respeot to the shadow wage is determined by the level of b, 
(1) the ratio of the present value of variable labour costs to the present value of benefits 
and (2) the ratio of the present value of the labour component of the public investment 
costs to the present value of total costs. 

Thirdly, the elasticity of the BCR to ch~~es i n the interest r at e i is defined as 

E ~ 
i 

d BCR • --L for fixed f and b 
a b BCR 
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3/ Based upon eleven irrigation projects cited in McGaughey and

Thorbecke (75) such that

A = a large capital intensive project

B = a medium-sized capital intensive project

C = medium-sized moderately capital intensive projects

D = small moderately capital intensive projects

E = small relatively labour intensive projects

The selection of the interest rate is crucial for the feasibility of the capital

intensive projects and the feasibility of labour intensive projects is of course, sensitive

to changes in the shadow wage.

Table 14. Shadow Price Elasticity of the BCR to Changes (A i) in i.

Pro jects Y
1.0

1.0

2.5
0.25

A

B

C

D

E

5-10%

10-15%

5-10%

10-15%

5-10%

10-15%

5-10%

10-15%

5-10%

10-15%

-1.12

-1.63

- .97
-1.52

-1.17
-1.84

-0.84
-1.15

-0.95
-1.20

E.
3.

-1.06
-1.44

.93
-1.26

-1.11
-1.54
-0.80
-1.09

-0.90
-1.13

where

Specifically,

E.

d = (1 + i)

it can be shown that

-(t+1) T -(t+1)

tB d E to a.
t= 0 t t=0 t

(42)
PV. (Bt ) Pv. (Ct )
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Specifically, it can be shown that 

E. = -i 
1 

where d = (1 + i) 

T -(t+l) 

t~O tCtd 

PVi (Ct ) 

The se1eotion of the interest rate is crucial for the feasibility of the oapital 
intensive projeots and the feasibility of labour intensive projeots is, of course, sensitive 
to changes in the shadow wage. 

Table 14. Shadow Price Elasticity of the B::R to Changes (~i) in i. 

Projects Y 

A 

B 

C 

D 

E 

f 
b 

5-1<>% 
10-15% 

5-1<>% 
10-15% 

5-1<>% 
10-15% 

5-1<>% 
10-15% 

5-1<>% 
10-15% 

1.0 
1.0 

-1.12 
-1.63 

- .97 
-1.52 

-1.17 
-1.84 

-0.84 
-1.15 

-0.95 
-1.20 

2.5 
0.25 

E. 
1 

-1.06 
-1.44 

- .93 
-1.26 

-1.11 
-1.54 

-0.80 
-1.09 

-0.90 
-1.13 

Y Based upon eleven irrigation projects cited in McGaughey and 
Thorbecke (75) such that 

A = a large capital intensive project 
B = a medium-sized capital intensive project 
C = medium-sized moderately capital intensive projects 
D = small moderately capital intensive projects 
E = small relatively labour intensive projects 
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Table 15. Shadow Price Elasticity of the BCR to Changes

(AO in fp the Shadow Exchange Rate Adjustment

See footnote Table 14.

See footnote Table 14.

Table 16. Shadow Price Elasticity of the BCR to Changes
(ab) in bp the Shadow "Wage Rate Adjustment.

Projects-Y

ab

1.5

0.75
1.0

2.0

0.5-
o.

2.5

0.25-
0.5

i Elo

A 10 _0.43 -0.25 -0.13
15 -0.46 -0.27 -0.14

B 10 -0.45 -0,76 -0.13
15 -0.51 -0.99 -0.14

C 10 -0.49 -0.28 _0.14
15 -0.57 -0.31 -0.15

D 10 -0.53 -0.33 -0.18
15 -0.56 -0.35 -0.19

E 10 -0.49 -0.33 -0.19
15 -0.50 -0.34 -0.20

.66 .51 .40

.74 .55 .42

.06 .02 -.09

.15 .03 -.05

.17 .08 .01

.27 .15 .05

.51 .46

.51 .46 .40

.69 .66 .62

.71 .67 .63

2.0- 25-
Projects

a f 1.0 1.5 2.0

0.75 0.5 0.25

A 10

15

10
15

10
15

10
15

E 10
15
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Table 15. Shadow Price Elasticity of the BCR to Changes 
(df) in f, the Shadow Exchange Rate Adjustment 

1.5- 2.0- 2.5-

Projeots Y ~ f 1.0 1.5 2.0 

b 0.75 0.5 0.25 

i E 
s 

A 10 . 66 .51 .40 
15 .74 . 55 .42 

B 10 .06 .02 -.09 
15 .15 .03 -.05 

C 10 .17 .08 . 01 
15 .27 .15 .05 

D 10 .51 .46 .41 
15 .51 .46 .40 

E 10 .69 .66 .62 
15 .71 .67 .63 

Y See footnote Table 14. 

Table 16. Shadow Price Elasticity of the BCR to Changes 
(db) in b, the Shsdow Wage Rate Adjustment. 

Projeots] 
1.5 2.0 2.5 

f 
0.75 0.5- 0.25-

Ab 1.0 0.75 0.5 

i Eb 

A 10 -0.43 -0.25 -0.13 
15 -0.46 -0.27 -0.14 

B 10 -0.45 -0.26 -0.13 
15 -0.51 - 0. 29 -0.14 

C 10 -0.49 -0.28 -0.14 
15 -0.57 -0.31 -0.15 

D 10 -0.53 -0.33 -0.18 
15 -0.56 -0.35 -0.19 

E 10 -0.49 -0.33 -0.19 
15 -0.50 - 0.34 -0.20 

Y See footnote Table 14. 



-54 -

As seen in Tables 14, 15 and 16 a project's BCR is not uniformly sensitive to the

choice of shadow prices. The elasticity with respect to i, Ei, is greater than (negative)

one for most values of f and b; the BCR is inversely related to i. Furthermore, the

higher the rate of interest the greater is the sensitivity of the BCR to changes in i.

Shadow wage and exchange rate adjustments alter the elasticity but less than shifts to

higher rates of discount. The foreign exchange rate adjustments is uniformly inelastic

except for a very high rate of interest at the market wage rate. Subsequent adjustments
in the wage and exchange rates reduce the elasticity. Finally, the BCR is positively

related to an increasing exchange rate. The elasticity of the BCR to reductions in the

shadow wage is likewise inelastic but highly variable ranging from Eb = - .57 to Eb - .13.

Reductions in the shadow wage rate increase the BCR.Y

For the projects in question it can be concluded that (1) the BCR of any single

project is highly dependent upon the combined choice of the discount rate, the shadow wage

rate and the shadow exchange rate; (2) the greater is the adjustment in the latter two

rates the lower is the sensitivity of the BCR to each; and (3) as the interest rate is

increased its effect over the BCR is increased. The selection of the interest rate is

crucial for the feasibility of the capital intensive projects and the feasibility of the

small labour intensive projects is, of course, sensitive to changes in the shadow wage.

It is recognized that a major difficulty in project appraisal and ranking is the

choice of shadow prices to translate private investment choice into social benefit-cost

analysis. To this end, the evaluation of the sensitivity of an investment project's

feasibility and ranking may yield information which would permit planners to estimate with

less urgency the social opportunity cost of a project's input (output). It is suggested
that the shadow price elasticity of the benefit-cost ratio provides the desired measure of

sensitivity.

In particular, it may be found that the benefit-cost ratio - or any other investment

criterion adopted - is relatively insensitive to changes in any one or more of the prices.

Among the projects referred to it was found that the BCR displayed varying degrees of

sensitivity to the shadow prices. The BCR's of the small labour intensive projects were

more sensitive to the shadow wage rate - although with an elasticity less than unitary -

than the medium-sized projects. The latter projects, as well as the one large capital

intensive project were more sensitive to the choice of the interest rate than the small

projects. All projects displayed similar (low) elasticities to the shadow exchange rate,

a somewhat unexpected result.

The methodology is general enough to be applicable to any alternative investment

criteria - the present value of net benefits, the internal rate of return - and to all

classes of investment projects. Both the project's feasibility and ranking among a set of

projects can be treated for any assigned limits of the shadow prices.

Y Elasticities are not computed as absolute values so that a negative elasticity reflects

an inverse relationship between the direction of the shadow price adjustment and the

BCR. In general, this is necessary since it is possible that the sign of the elasticity

may vary for a change in the assumed level of the remaining shadow prices which are held

constant while computing the own-elasticity.
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1. INTRODUGTION

This paper is designed to serve as a general guide to designing evaluations of the

distributional consequences of forestry projects. A. model for distributional evaluations

will be presented together with some tentative approaches to analysis. Each analyst will

need to adapt these recommendations to specific circumstances, since it is impossible to

prescribe an analysis model that will be applicable to all situationse For one thing,

there is no reason to believe that all decision-makers have the same set of distributional

goals and objectives. For another thing, expertise and data will vary with the situation.

.As one reads the literature on distributional analysis of forestry projects, it

becomes apparent, very quickly, that a set of issues keeps reoccurring. These issues deal

with the analytic context within which distributional evaluations take place. They deal

neither with why to do the analysis nor with how to do the analysis. Rather, they answer

the question: What concepts should the analyst consider when planning the analysis? It is

worthwhile to briefly but explicitly discuss some of these --- the concept of situational

analysis first.

1.1 Situational Analysis

It seems obvious/ almost trivial, to assert that the type of distributional analysis

conducted should be dictated by the specifics of the situation. What constitutes the situa.

tion? Nothing other than the unique nature of the "decision problem" --- the decision-

maker, the objectives, the alternatives, and the environment within which the decision will

be made. The types of variables and the measurements taken on these variables should be

determined for each individual decision problem. To the extent that different decision

Problems share many common aspects --- decision,maker objectives in particular --- the

analysis of distributicnal consequences can be appropriately similar. To the extent that

differences are found, analyses should also differ. In order to be relevant to a decision-

maker, the analysis should be tailor-made to the specific situation.

While seemingly obvious, the importance of this concept has apparently escaped many

analysts. It basically means that there exists no single form of distributional analysis

that will have universal applicability. Why? Because the decision problems are not

universally identical. Can we expect situational differences to exist relative to distri-oul-

tional analyses? Yes. Differences will exist whenever one encounters differences in

economic growth goals and economic development goals from one decision-maker to another.

There is no a priori reason to believe that distributional goals for one part of a country

will be the same as those for other parts, let alone one nation compared to another. For

a distributional analysis to be responsive to the decision-maker's needs, it must be geared

to the specific situation.

1.2 Impacts, Ad'ustments and Geographical Scope

One major difference between efficiency analyses and analyses of distributional

sonsequences is the geographical scope of the analysis. Efficiency analyses do not typically

Make conscious reference to a geographical area of applicability, dealing exclusively with

the existence of costs and revenues. Distributional analyses normally make explicit re ence

to geographical boundaries. It is important that both the analyst and decision-maker be

aware of the implications of geographical limitations.
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Whenever an analyst delineates a specific area of land as appropriate for distribu,-

tional assessments, this necessarily implies that areas outside the borders are analytically

irrelevant. A dichotomy exists between the area of concern and the "rest of the world".

The area of concern is often termed the "impact area". This may consist of a local community

in Mexico, a multicounty area in Montana, a province in Canada, or an entire country. Typi-

cally done at an early stage in the analysis, this geographical delineation is critically

important because it necessarily controls all subsequent analysis results. Analysts should

probably give much more attention to the issue of boundaries. If boundaries are inappropri-

ately drawn, analysis results will also be inappropriate. This is so because many of the

tools used in analysis take on meaning in terms of the specific geographical area defined.

Beyond the question of geographical scope lies the issue of "impact". The language

used in many distributional assessments would refer to a forestry project as having an impact

on employment. But some analysts are extremely hesitant to accept the notion that a forestry

project will result in the increase of Y jobs or a decrease of Y wages the employment and

wage impacts. Why is this? The concern is that a redistribution of employment and wages,

rather than absolute gains and losses, will actually occur. Considering a specified area

only, one argument states that workers released from one activity will simply shift to another

line of work.. This also can be reversed. No net gain nor loss results, simply shift to

another line of work. Given this type of rationale, Waggener (1970) and the Consulting

Services Corporation (ca. 1969) prefer the use of the term "adjustment burdens" rather han

"impacts". Whether the consequences of forestry projects are reflected in absolute change

or simply shifts is a matter lending itself to further analysis.

A final point should be made. Consider the argument stating that if employment

opportunities are created that cannot be filled by workers in the geographical area,

labour resources will migrate from another geographical area to fill the void. The

question is as before: Is there a net gain in local economic activity if one area gains

at the expense of another? A decisionmaknr charged with responsibility of stabilizing all

local areas should seriously consider the implications of the dichotomy between "impact

area" and "rest of world".

1.3 Data Base Importance

It is difficult to overemphasize the importance of data base in analysis of the

distributional consequences of forestry projects. While almost any economic analysis

requires data, distributional analyses are particularly sensitive to the existing data

base especially availability of secondary data. This is so because most of the analyti-

cal tools are quantitative in nature and generally rely on secondary data. What are

secondary data? These data normally consist of numerical information routinely collected

and disseminated by public agencies, such as the U.S. Bureau of the Census. Analysts

typically rely on secondary sources of data. It is simply too expensive to collect
original or primary data. Accordingly, many of the analytical tools discussed later
reauire data from secondary sources for their implementation. In absence of these data,

ability of an analyst to conduct an analynis of distributional consequences is seriously

impaired -- to the point of infeasibility.
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on employment. But some analysts are extremely hesitant to accept the notion that a forestry 
project will result in the increase of Y jobs or a decrease of Y wages - the employment and 
wage impacts. Why is this? The concern is that a redistribution of employment and wages, 
rather than absolute gains and losses, will actually occur. Considering a specified area 
only, one argument states that workers released from one activity will simply shift to another 
line of work. This also can be reversed. No net gain nor loss results, simply shift to 
another line of work. Given this type of rationale, Waggener (1970) and the Consulting 
Services Corporation (ca. 1969) prefer the use of the term "adjustment burdens" rather than 
"impacts". Whether the consequences of forestry projects are reflected in absolute change 
or simply shifts is a matter lending itself to further analysis. 
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opportunities are created that cannot be filled by workers in the geographical area, 
labour resources will migrate from another geographical area to fill the void. The 
question is as before: Is there a net gain in local economic activity if one area gains 
at the expense of another? A decision-maker charged with responsibility of stabilizing all 
local areas should seriously consider the implications of the dichotomy between "impact 
area" and "rest 0 f war Id". 

1.3 Data Base Importance 

It is difficult to overemphasize the importance of data base in analysis of the 
distributional consequences of forestry projeots. While almost any economic analysis 
requires data, distributional analyses are particularly sensitive to the existing data 
base - especially availability of secondary data. This is so because most of the analyti­
cal tools are quantitative in nature and generally rely on secondary data. What are 
secondary data? These data normally consist of numerical information routinely collected 
and disseminated by public agencies, such as the U.S. Bureau of the Census. Analysts 
typically rely on · secondary sources of data. It is simply too expensive to collect 
original or primary data. Accordingly, many of the analytical tools discussed later 
require data from secondary sources for their implementation. In absence of these data, 
ability of an analyst to conduct an analysis o f distributional consequences is seriously 
impaired ~ to the point of infeaeibility. 



A dilemma is now developing. On the one hand distributional analyses ought to be

geared to the specific needs of a decisionmaker. On the other hand, secondary data are

reqsired for analytical tools. This guarantees a problem. The analyst may not be able to

evaluate certain distributional consequences that are important to the decision-maker.

This may be due to either the lack of an analytical tool or lack of needed data. Conse-

quently, analyzes are often conducted only in those areas for which both tools and data

exist. Except for token treatment, other important consequences are omitted from the

analysis. Most distributional analyses are partial analyses, at best.

But the data base is important in other ways. Consider the relationship between

available secondary data and definition of the impact area. Many analytical tools require

data that describe characteristics of industries within a particular geographical boundary.

Some system must usually be devised by which firms are organized into industries to facili-

tate record keeping. In the United States, the Standard Industrial Classification (SIC)

system is the official taxonomic structure and numerical code used by most organizations

collecting industrial data (OMB, 1972). FOr example, SIC 242 is commonly understood as

referring to "sawmills and planning mills"s

One difficulty with heavy reliance on secondary data organized under any classifica-

tion system is that the system may not be appropriate. Fer example. the U.S. system has a

category for establishments engaged in production of sheep and goats (SIC 0214). The

problem faced by the analyst concerned with these establishments from the standpoint of

the range livestock (as opposed to feedlot) is that the distinction simply cannot be made

appropriate codes do not exist. But a more serious problem is that data based on some

classification systems can systematically bias analyses. For example, it is relatively

easy to make measurements on the timberusing industry under the United States Standard

Industrial Classification system. The system has directly applicable classifications.

But what if an economic activity gain in the timberusing industry is associated with a

loss in the outdoor recreation industry? No code exists for this latter industry. The

problem is that establishments constituting the outdoor recreation industry are subsumed

in several (currently unspecified) industrial sectors and therefore cannot be accurately

identified. Important decisionmaking information may be thereby lost.

Another difficulty with heavy reliance on secondary data is the potential for
"information disclosure". This may be a problem in some countries and not in others.

When present, data collecting agencies are legally prohibited from releasing data on a
particular class of industry whereby doing so, some characteristics of a specific firm is
revealed (for example, U.S. Code, 1939). Procedures are then established to preclude such
revelations. What do disclosure requirements have to do with distributional analyses?
This: in order to provide data and yet avoid disclosing information on individual firms,

one common remedy is to expand the relevant geographical boundaries. There is a much
better chance that data can be released on a specific industry for a multicounty area or
a state, as opposed to a single county. The aggregations than dictate boundaries of the
local area. There has been noticeable tendency for distributional assessments to focus on
the multicounty and state levels. Another way of avoiding disclosure problems is by
combining industries, instead of geographical areas. Por example, sawmills may be combined
with logging, furniture and paper into a wood products industry category. While detailed
geographical information may be available, detailed industry information is not. It is,
therefore, entirely possible for the data base, and not the decisionmaksr, to specify both
the geographical boundaries and industrial categories used in analysis.
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One final aspect of the data base should be discussed. This is the problem where

some data available to analysts - particularly income and employment data - are based on

"covered employment". This term as used in the United States refers to workers covered by

some type of unemployment insurance, either local or national. Non-covered workers and

industries are not included in these data. In the case of the United States, omissions

include self-employed loggers and others; farmers are almost totally excluded. An associated

problem is that definitions change. Definitions as to both industrial classes and "covered"

employment can change with time. This is particularly troublesome when interpreting time

series data. What appears to be an increase in wages over-time may simply be the result of

a change in data collection definitions resulting in more workers being counted; the wages

always existed - now they are being recorded. While it is difficult to be aware of changing

definitions, it is even more difficult to make appropriate adjustments in analyses.

There are undoubtedly other important data base considerations. Those discussed are

illustrative, not exhaustive. The analyst should understand that the results of analysis

are strongly dictated by the data used. Where inappropriate or incomplete, the analysis will

follow accordingly. The analyst should make every effort to comprehend the data base and its

implications for the analysis.

The remainder of the discussion is divided into seven major sections. The next section

(2) discusses various evaluation models and recommends a general model. Sections 3 through

7 discuss methods and techniques that can be used to evaluate each component of the recom-

mended model. Examples of techniques and methods will be drawn from a variety of sources

available to the author in the United States. This seems preferable to use of comprehensive

case studies, since most actual case studies are not particularly comprehensive. The dis-

cussion of methods and techniques is not intended to be exhaustive, but rather to provide an

overview of the empirical state of the art. Several methods, such as input-output analysis,

are themselves the topic of books (see Miernyk, 1965). Detailed treatment is simply beyond

the scope of this paper. Several topics are not discussed at all, most notably the goodness

or badness of equity implications and interporal (or intergenerational) considerations (see

Okum, 1975). The topics are of great theoretical, but not empirical, importance. The model

recommended is general enough so that it can be adapted to the specific data limitations

existing in many countries. The final section provides some concluding remarks.

2. DISTRIBUTIONAL CONSEQUENCE'S MODELS

Evaluating the distributional consequences of alternative forestry projects is a

relatively recent addition to forestry planning processes. Admittedly, much evidence

exists that forestry programmes have evolved partly in response to concerns with community

stability and other non-efficiency aspects of community welfare (see Waggener 1966 and

1977). But evaluations in this area generally have not been very formal nor explicit.

Marty (1975) has recently called for explicit, comprehensive assessments of forestry
projects, including distributional consequences. Leven (1970) has recommended a general-

ized framework for distributional analyses. The following considers selected analysis

models directly applicable to forestry.
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2.1 Review of Literature:Y

Bentley (1968) was interested in analysis of policy alternatives with regard to U.S.

Forest Service timber sales. Relevant policy alternatives included short-term sales, long-

term sales, purchaser avota systems and others. These alternatives were evaluated in terms

of four aspects:

Economio efficiency - in terne of maximization of net returns to the treasury

from timber sales;

Economic progress - regarding long-term growth and development;

Economic stability - in terms of employment instability and other social

problems;

Equity - referring to barriers that distort the distribution of economic

opportunity for reasons other than long-term efficiency.

The latter three itemn relate to the distributional consequences of the policy alterna-

tives. The alternatives were evaluated and compared: a) to a standard and rated as below,

equal to, or above the standard, and b) to each other and an ordinal ranking was assigned

each alternative relative to the four areas of evaluation. Bentley's model was designed to

evaluate timber sale policy, not to serve as a general model of distributional consequences.

Zinn (1972) did attempt to develop a more general model. The objective was to develop

a means for analyzing the contributions of forestry to a region. Contributions included, both

economic and social dimensions. The forestry sector was defined to include a specific set of

important forest-based and forest-oriented activities - those concerned with management, pro-

duotion and distribution of wood and recreational resources. Over time this model was refined

to entail (Zinn, 1976):

The amount of economic activity generated in the sector measured by employment,

annual payroll and value added in production in the sector;

The productivity of the sector - value added per man/hour of produetion labour;

The sector's direct effect on individual welfare in terms of wage rater vaca,

tion credits and pay, annual incomes, social security benefits, health insurance,

working conditions and others;

The sectcr's effect on regional economic stability - turnover of enterprises,

permanency of employment, etc.;

The sector's effect on the geographic distribution of economic activity over

the region;

The sector's interactions with the public sector;

The sector's effect on the distribution of income in the region;

Characteristics and conditions of entrepreneurship in the sector including

legal structure of enterprises and the quality or performance of entrepreneur-

shin in the sector;

The sector's generation of external costs and environmental impacts;

The secondary economic effects of the sector.

Ji As mentioned, this review is limited to United States literature.
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While the model was originally in-tended to deal with the present contributions of forestry

to a region, it could serve as the basis for an analysis of distributional consequences of

forestry projects. It is comprehensive.

Convery(1973) attempted o develop a model for measuring local economic impacts of

forest management practices by the U.S. Forest Service in the southern part of the United

Sta-tes. This model was to be: a) inexpensive, b) easy to implement, c) universally appli-

cable, and d) intellectually defensible. Convery eventually focused on the following

effects:

Income where value added defined as value of gross output less cost of

material inputs was selected as a first measure of income generated;

Employment where manyears was used as the measure of employment quantity

and auality of employment was assayed by examining wage rates, seasonality

of employment, and physical work conditions;

Tax revenue where the U.S. Forest Service revenue sharing programme with

local governments as "payments in kind" were measured for each management

alternative.

To further enhance application of this model, a computer programme was written to accomplish

the necessary calculations (Field and Convery, 1976). This programme, BENEFIT, provides

forest planners with information after they enter appropriate data at local computer

terminals.

2.2 The Approach of This Paper

Recently, Schuster (1976b) developed a model to evaluate the distributional conse-

quences of alternative timber harvest schedules. This model calls for evaluation of

distributional consequences in the following areas: a) economic activity, b) individual

welfare, c) area equilibrium, and d) local government. The model was based on availa-

bility of methodology, availability of data, and a desire to promote more comprehensive

avaluations. The framework is applicable in evaluations of a wide range of forestry

projects, not just scheduling of timber harvest. As such, it is being used in a more

general way by the U.S. Forest Service (1977). This model will be presented later.

All of the models discussed deal with major categories of distributional consequence

stability, employment and individual welfare* These represent the areas of distributional

consequences with which the analyst will work. But these areas cannot be measured directly.

Fbr example, we cannot directly measure "equity". Each area must be defined in terms of

something that can be measured. And then the analyst must select a specific unit of measure-

ment. Thus, before going on we should adopt some common terms, not only to better communi-

cate, but also to indicate the several decisions an analyst must make when planning an

evaluation.
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A comprehensive analysis of a forestry project has several parts. For example,

one part may deal with environmental consequences, another with distributional consequences

and a third with efficiency. Call this the "type" of consequence. What aspects of each

"type" should be evaluated? The answer will be specified in terms of the "classes" of

consequences within the "type" that will be evaluated. In terms of earlier discussion,

stability and individual welfare would each be a class within the distributional conse-

quences "type". The analyst must then define each class of consequences in terms of one

or more "indicators". Consider the class of distributional consequences dealing with

individual welfare. There exists several different indicators of welfare change - wage

rates, home ownership, and disposable income are but a few. Since consequences associated

with any given class may be diverse, it seems appropriate to use several indicators. This

is particularly important since the indicators need not give consistent signals. For example,

employment levels and value-added levels each may serve to indicate one aspect of the level

of economic activity. It is perfectly reasonable to speculate that in some cases value-

added may increase while employment level declines. Is economic activity going up or down?

Is it good or bad? Answers require major value judgments best left to the decision-maker,

not the analyst (Davis and Bentley, 1967). The analyst mould be well advised to provide

both types of information to the decision-maker. One step remains: each indicator must

be measured or suantified. Some variable must actually be specified. For example, in the

case of employment level, the analyst may choose to use "annual average employment of the

'covered' labour force over sixteen years of age", or some other measurement variable.

Figure 1 shows the hierarchical nature of the elements in any model to evaluate the

distributional consequences of forestry projects. It is less important for the reader to

accept the terms used in the hierarchy - types, classes, indicators - than to acoept the

notion that a hierarchy exists. This is important because the relationship between the

analyst and the decision-maker varies along the hierarchy. What is the basis for identi-

fying "types" of analysis of forestry projects? The decision-maker's goal structure

defines the "types". What is the basis to determine "classes" of distributional conse-

quences? The decision-maker's goal structure also defines them. What is the basis for

identifying "indicators" of economic activity? The theoretical and empirical expertise

of the analyst mixes with the needs of the decision-maker to specify appropriate indicators.

What is the basis for identifying measurement variables? Enter the analyst. This area is

almost exclusively the domain of the analyst. But importantly, the relationship between

the analyst and the decision-maker is seen to vary along the hierarchy. This approach to

analysis will help ensure maximum usefulness of the analysis in the decision process.

Other approaches based on providing decision-makers with information they "ought to know"

(determined exclusively by the analyst) will likely be found inappropriate and/or irrele-

vant. The analyst must function within the information needs of the desision-maker.

The remainder of this paper will proceed on the basis of a rather generalized model

of distributional analysis. Table 1 shows this model in terms of classes and indicators.

The ones shown may be applicable to many situations, inapplicable to others. But the main

advantage of this format lies in its utility as a framework within Which methods and

techniques can be discussed. In applying this model, the first step involves definition of

the economic setting and baseline data to be used in evaluating each class of consequence.
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The remainder of this paper will proceed on the basis of a rather generalized model 
of distributional analysis. Table 1 shows this model in terms of classes and indicator~. 
The ones shown may be applicable to many situations, inapplicable to others. But the main 
advantage of this format lies in its utility as a framework within which methods ar.d 
techniques can be discussed. In applying this model, the first step involves def~,ition of 
the economic setting and baseline data to be used in evaluating each class of consequence. 
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3. THE ECONOMIC SETTING BkSELINE DATA

One of the most important areas of information to provide a forestry decisionmaker

is a description of the existing socioeconomic environment in the geographical area of

concern. This could be considered the first step in any analysis of distributional conse-
quences of forestry projects. The goal of this effort should be to provide enough of the

right kinds of information to give the decisionmaker a "feel" for the geographical area of
conCern. The existing environment provides the setting within which the forestry project
will function. Without this knowledge, it would be difficult to gauge the desirability of

any proposed project which will change the environment.

But description of the economic setting is also essential to the analyst, for two
other reasons. First, since the distributional analysis should always be geared to economic

change resulting from the proposed project, the status am must be identified. The analyst
must assess the status of an economy "with" and "without" the effects of the proposed project.

Knowledge of the current situation will help the analyst make the "without" project assess-
ment. The recommended "with" and "without" analysis may be contrasted to a "before" and

"after" analysis. They are not the same, the difference mainly being that economies are

constantly undergoing change, quite apart from forestry projects. A "before" situation
does not reflect this change. Assessment of an economy "without" the forestry project is
recognition that the effect of the project is the difference between two states of change,

one with and one without the forestry project (Bell, 1976). Second, knowledge of the exist-
ing economic setting is essential to interpreting or understanding the implications - a
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Table 1. Classes and Indicators of Distributional

Consequences for Uhe in Evaluating

Alternative Forestry Projects

Class of Consequence Indicator of Area

Economic activity Employment

Payroll/Wages/Earnings

Value added

Sales

Individual welfare Unemployment rate

Average wage rates

Income redistribution

Area equilibrium Economic diversity

Community. adjustments

Local government Intergovernmental payments

Cost to local government
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distributional analysis. Too many distributional analyses are sterile, presented as facts

and figures only. Suppose an analysis determined that a forestry project would result in

employment of one hundred additional persons in the wood products industry. The long..term

implications of additional employment in an area of chronic unemployment may be quite

different than in a more "healthy'' economy.

A question immediately arises: what constitutes the geographical boundaries of the

project area? The answer can be reasonably simple or very complicated. On the simple side,

just ask the decisionmaker. Two types of responses are likely. First, the answer may be

given in terms of some combination of political units (counties, districts, states, provinces,

or regions). Fbr some reason possibly because of political pressure, possibly because of

a previous study that delineated impact areas, possibly because of organization policy the

decisionmaker may be able to specify the area of concern. From the analyst's view, this

response is the easiest to handle. Simply carry out the analysis for the specified area.

If the answer does not correspond to political boundaries for example, watershed boundaries

the analyst will likely encounter data problems. Data generally available for analysis are

compiled on the basis of political boundaries. Desirable or not, practical necessities of

analysis will likely compel a political boundary delineation of the project area.

Alternatively, the decisionmaker might respond: "Do the analysis for the area that

is affected by the forestry project." This means the analyst must do some preliminary work

before actual analysis can start. The analyst must somehow select a delineation for the

area. Two general approaches may be useE: a) use existing, delineated boundaries, or b)

develop other relevant boundaries. Depending on availability of existing data, the analyst

may well find that someone has already identified aggregations of political units that are

homogeneous with respect to economic structure. Fbr axample, the U.S. Department of Commerce

has delineated Standard Metropolitan Statistical Areas (SMSAs) and Bureau of Economic Analysis

(HEA) Economic Areas; the U.S. Water Resources Council has delineated Water Resources Regions

and Subregions. The analyst should select one such region delineation system based on its

correspondence with the forestry project being evaluated and availability of subsequent

analysis data. Once a regional system is selected, the analyst simply identifies that region

containing the forestry project and then uses it in analysis.

While use of an existing system to delineate the area of concern has the distinct

advantage of expediency, it has a disadvantage. The delineation may not be exactly appro-

priate too big or too little in terms of the project being analyzed. The analyst may have

to delinea-te the boundaries. How? On the one hand, the analyst Gould conduct a rigorous,

special study to define the boundaries (for example, see FOx and KUnar, 1966; and Bouderville,

1966). But since this may well require more resources and time than available for most

project analyses, sophisticated approaches to identifying the region will not be discussed

further here. Rather, the analyst will probably adopt a less rigorous approach. Any number

of information sources may be used. Officials or colleagues may be consulted. Availability

of data may be assessed in relation to the project being considered. For example, if a

project that will eventually result in a timber harvest change is being considered, the

analyst may decide to restrict consideration to those political units (e.g. counties or

provinces) containing the sawmills that will process the harvested timber.

By one way or another, the analyst must determine the boundaries of the area to be

studied. It is this area then for which a description of the economic setting or environ-

ment will be developed.

...: 74-

distributional analysis. Too many distributional analyses are sterile, presented as facts 
and figures only. Suppose an analysis determined that a furestry project would result in 
employment of one hundred addit ional persons in the wood products industry. The long-tenn 
implications of additional employment in an area of chronic unemployment may be quite 
different than in a more "healthy" economy. 

A question immediately arises: what constitutes the geographical boundaries of the 
project area? The answer can be reasonably simple or very complicated. On the simple side, 
just ask the decision-maker. Two types of responses are likely. First, the answer may be 
given in terms of some combination of political units (counties, districts, states, provinces, 
or regions). For some reason - possibly because of political pressure, possibly because of 
a previous stuiy that delineated impact areas, possibly because of organization policy - the 
decision-maker may be able to specify the area of concern. From the analyst's view, this 
response is the easiest to handle. Simply carry out the analysis for the specified area. 
If the answer does not correspond to political boundaries - for example, watershed boundaries 
- the analyst will likely encounter data problems. Data generally available for analysis are 
compiled on the basis of political boundaries. Desirable or not, practical necessities of 
analysis will likely compel a political boundary delineation of the project area. 

Alternatively, the decision-maker might respond: "Do the analysis for the area that 
is affected by the forestry project." This means the analyst must do some preliminary work 
before actual analysis can start. The analyst must somehow select a delineation for the 
area. Two general approaches may be used: a) use existing, delineated boundaries, or b) 
develop other relevant boundaries. Depending on availability of existing data, the analyst 
may well find that someone has already identifii.l. aggregations of political units that are 
homogeneous with respect to economic structure. Fbr example, the U.S. Department of Commerce 
has delineated Standard Metropolitan Statistical Areas (SMSAs) and Bureau of Economic Analysis 
(BEA) Economic Areas; the U.S. \'later Resources Cotmcil has delineated Water Resources Regions 
and Subregions. The analyst should select one such region delineation system based on its 
correspondence 
analysis data. 
containing the 

with the forestry project being evaluated and availability of subsequent 
Once a regional system is selected, the analyst simply identifies that region 

forestry project and then uses it in analysis. 

While use of an existing system to delineate the area of concern has the distinct 
advantage , of expediency, it has a disadvantage. The delineation may not be exactly appro­
priate - too big or too little in tenns of the project being analyzed. The analyst may have 
to delineate the boundaries. HOI-1? On the one hand, the analyst could conduct a rigorous, 
special stuiy to define the boundaries (for example, see Fbx and Kunar, 1966; and Bouierville, 
1966). But since this may >lell require more resources and time than available for most 
project analyses, sophisticated approaches to identifying the region will not be discussed 
further here. Rather, the analyst will probably adopt a less rigorous approach. Any number 
of information sources may be used. Officials or colleagues may be consulted. Availability 
of data may be assessed in relation to the project being considered. Fbr example, if a 
project that will eventually result in a timber harvest change is being considered, the 
analyst may decide to restrict consideration to those political units (e.g. counties or 
provinces) containing the sawmills that '<ill process the harvested timber. 

By one way or another, the analyst must detennine the boundaries of the area to be 
studied. It is this area then for \'1hich a description of the economic setting or environ­
ment .Till be developed. 



- 75 -

What economic aspects of the area should be described? There is no general answer,

only a recommendation. The analyst should describe those economic aspects that are: a)

important to the decision-maker, b) necessary for the "without" part of the distributional

analysis, and c) useful to the analyst in interpreting other results of the analysis. Never-
theless, some generally applicable items can be identified. The following list of socio-

economic characteristics was adapted from that used as the basis to develop an overview of

the population and economic activity in several planning areas of the U.S. Forest Service's

Northern Region (USFS, 1975):

Population

levels over time

distribution by age, race and sex

change components including births and deaths

- density and crowding

migration patterns

- future projections

EMployment

levels by industry

distribution by occupation

opportunities

labour force participation and unemployment

Income

per capita and family

distribution

cost of living

welfare statistics

Others

- housing

family stability

freedom from crime

- educational achievements

health of people

The listing above is illustrative only. The analyst will have to add and subtract

from the list depending on the circumstance being evaluated. Obviously, not all of the

analyst's effort could be devoted to describing the existing situation. How much effort

should be devoted? Again, there is no general answer; the analyst's judgement is required.

Presumably, this judgement will be based on the relationship between the cost of providing

additional information and the value of that additional information in decision-making.

Before considering the next topic, Table 2 presents an example outline of a rather compre-

dive description of an economic setting. Once an adequate description of the economic

setting has been developed, the remainder of the distributional analytis can be pursued.
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4. IMPACTS ON ECONOMIC ACTIVITY

Consider now the first class of consequences shown in Table 2. Distributional conse-

quences of forestry projects can be measured and reflected in many ways. But the dominant

way - and typically the only way - is to show these consequences in terms of changes in the

level of economic activity. Note again that the analyst should be concerned with measuring

change resulting from (or attributable to) the project. The goal of this effort should be

to measure aggregate, net change in economic activity. The work "aggregate" is used because
a forestry project may require inputs from supporting economic sectors; concern is with all

sectors. The word "net" is used because any particular forestry project may have negative

effects on some other forestry or non,forestry sectors. The most obvious example of this is

where forestry projects compete for a fixed budget; expansion of one aspect (e.g. recreation)

can only be done at the expense of restrioting another (e.g. timber). In this event/ the

analyst should identify the total net project effects as the sum of two partsv one positive
and the other negative.

Measurement of changes in economic activity requires the analyst to have some know-

ledge of the underlying relationship between inputs and outputs - the production function.

Figure 2 shows that all stages in a production activity require use of economic resources.

The typical economic efficiency analysis evaluates the relationship between the value of

inputs and outputs over time.Y This phase of the distributional analysis measures the

levels of economic activity associated with the production process.

What indicators of economic activity should the analyst consider? The possibilities
are many. But in practice only a few are used and, of these, only one or two may actually

be measured. The listing below shows the four commonly evaluated indicators of economic
activity.

Employment levels - Changes in the level of total employment in various

industrial sectors should be determined on a full-time basis. That is,

employment should be couehed in terms of "person-years". Part-time and

seasonal employment must be converted to an annual equivalent. The analyst

must be aware of the distinction between "total" and "covered" employment.

If the distinction is great, the analysis results should be modified as

appropriate.

Payroll and wage level's - This generally refers to income of workers in the

local economy. Again, aggregate and sector data should be developed. The

analyst should be aware of definitional problems. Depending on the data

source used, earnings, income, payroll and wages will likely be different
and have different clientele-based meanings. An important difference may
involve wages and earnings. While "wages" often refers to payments to

employees, the term "earnings" additionally includes payments to proprietors.

Value added - On a local basis, this indicator of economic activity is

analogous to gross national product. It measures value or worth added to

a product by industrial activities. It is the total of all differences

between sales receipts and costs of intermediate goods. As a measure of

total income generated, its biggest limitation for local area analysis is

that some of this income (profits and interest payments) may go to economic

units outside the local area (Convery, 1973).

Y See Economic Analysis of Fbrestry Projects (EAFP), FAO Fbrestry Paper No. 17.
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-Y See Economic Anslysis of FOrestry Projects (EAFP), FAO FOrestry Paper No. 17. 



4.1 Primary Ilipacts

Once the analyst selects an indicator(s) of economic activity to evaluate, the next

step is to link the forestry project to a change in that economic activity. This task will

require the analyst to use either existing relationships or to develop needed relationships.

Skill, ingenuity, and imagination may be required. The analyst must first relate the

forestry project to changes in commodity outputs. The listing below shows some potential

output measures. In all cases, the output measure used should be: a) related to a tradition-

ally accepted unit of output measurement and b) capable of being translated into one of the

indicators of economic activity change discussed earlier.

(i) Timber - timber harvest change measured in board feet, cubic feet, cubits,

or cubic metres;

Inputs
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(iv) Sales levels - This amounts to the value of gross output or aggregate retail

sales. It is part of the data needed to make value-added calculations. One

major difficulty with this indicator is that it typically only registers

market transactions.

Which one or combination of these indicators should be evaluated? The empirical

literature certainly does not help answer the question. All, either singly or in combina-

tions, can be found. Experience, however, suggests that decision-makers can more easily

comprehend changes in employment and wage levels, than value-added or sales. The analyst

should seriously consider use of more than one indicator. This is because changes in

economic activity need not be consistent between indicators. A forestry project may be

associated with an increase in wages and a decrease in employment. Both should be provided

to the decision-maker.

Figure 2. Hypothetical Production Process

Conversion

Process

Economic Resources

... Land

,.. Latour

... Capital

... Management Ability

Outputs
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(iv) Sales levels - This amounts to the value of gross output or aggregate retail 
sales. It is part of the data needed to make valu~added calculat ions . One 
major difficulty with this indioator is that it typically only registers 
~y-et transactions. 

Which one or combination of these indicators should be evaluated? 'Phe empirical 
literature certainly does not help answer the question. All, either singly or in combina­
tions, can be found • . Experience, however, suggests that decision-makers can more eas i l y 
comprehend changes in employment and wage levels, than value-added or sales. The analyst 
should seriously consider use of more than one indicator. This is because changes in 
economic activity need not be consistent between indicators . A forestry project may be 
associated with an increase in wages and a decrease in employment. Both should be provi ded 
to the decision-~aker. 

Figure 2. Hypothetical Production Prooess 

Inputs 
Conversion 

Outputs 
Process 

Economic Resouroes 
••• Land 

••• Labour 

••• Capital 

••• Managament Ability 

4. I Primary Impacts 

Once the analyst selects an indicator(s) of economic activity to evaluate, the next 
step is to link the forestry project to a change in that economic activity. This t3sk will 
require the analyst to use either existing relationships or to develop needed relationships. 
Skill, ingenuity, and imagination may be required. The analyst must first relate tho 
forestry project to changes in commodity outputs. The listing below shows some potential 
output measures. In all cases, the output measure used should be: a) related to a +.radition­
ally accepted unit of output measurement and b) capable of being translated into one of the 
indicators of economio activity change disoussed earlier. 

(i) Timber - timber harvest change measured in board feet, cubic feet, cubits, 
or cubic metres; 
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Water - water yield change-measured in acre-feet or cubic metres per

hectare;

Recreation - recreation activity change measured in terms of the opportunity

to generate occasions, visitor days, or recreation days;

Range - forage or range livestock production change measured in animal unit

months or grazing or animals produced;

Wildlife - wildlife population change measured in terms of population level

or population density.

Two illustrations of approaches to this problem may be useful. First, Ferguson and

Phillips (1975) estimated the effect on total sales associated with changing a recreation

area to a national park. Data indicated that the 1 562 000 visitor days of recreation in

1975 were associated with US$58.6 million of expenditures by recreationists. They then

developed a series of projections for change in the level of recreation activity associated

with establishment of a national park-. After accounting for normal growth, they identified

the levels of total sales in the region associated with each projection level. Second,

Johnson (1972) determined that there were approximately six wood products workers per

million board feet of timber harvested in Montana. After adjustments were made, it was

determined that a change of 100 million board feet in timber harvest would result in a

change of 500 jobs.

It should be clear from the above examples that one overriding assumption is usually

implied: linearity. It is usually assumed that the existing pattern of commodity output

relative to economic activity will determine the future level of economic activity. Tech-

nically speaking/ constant returns to scale are assumed. If this assumption is realistic

with regard to the forestry project, results are meaningful. Otherwise, adjustments must

be made.

Fbrestry projects that result in changes in timber harvest level are so common that

further elaboration seems appropriate. A change in the level of timber harvest will have a

first-order effect on those industries that consume or process roundwood. These industries

are referred to alternatively as the timber-using industry, the wood-products industry, or

the forest-products industry. Whatever the term used, no standard definition or description

exists. Analysts appear to generally adopt one of two approaches: a) the narrower approach

which includes only processors of industrial roundwood, and b) the broader approach which

includes secondary processors, such as furniture plants. For the purpose of most distribu,-

tional analyses, the narrower approach is more practical since secondary processors do not

generally use forestry outputs directly and will eventually be included as part of "aggregate

impacts".

In general, measures for primary impact indicators regarding timber harvest take the

form of relationships involving employees or dollars of wages per million board feet of
timber cut in a particular area. In the example mentioned earlier,it was estimatedthat about

six wood-products workers per million board feet or timber harvested were employed in Montana

(Johnson, 1972). These measures are sometimes called consumption ratios. They can be made

more refined or sophisticated by taking changes over time into consideration, and by taking

the geographical pattern of timber-origin and processor-destination into consideration.

- 80 -

(ii) Water - water yield change 'measured in acre-feet or cubic metres per 
hectare; 

(iii) Recreation - recreation activity change measured in terms of the opportunity 
to generate occasions, visitor days, or recreation days; 

(iv) Range - forage or range livestock production change measured in animal unit 
months or grazing or animals produced; 

(v) Wildlife - wildlife population change measured in terms of population level 
or population density. 

Two illustrations of approaches to this problem may be useful. First, Ferguson and 
Phillips (1915) estimated the effect on total sales associated with changing a recreation 
area to a national park, Data indicated that the 1 562 000 visitor days of recreation in 
1915 were associated with USS58.6 million of expenditures by recreationists. They then 
developed a series of projections for change in the level of recreation activity associated 
with establishment of a national park, After accounting for normal growth, they identified 
the levels of total sales in the region associated with each projection level. Seoond, 
Johnson (1912) determined that there were approximately six wood products workers per 
million board feet of timber harvested in ~Iontana. After adjustments were made , it was 
determined that a change of 100 million board feet in timber harvest would result in a 
change of 500 jobs. 

It should be clear from the above examples that one overriding assumption is uSually 
implied: linearity. It is usually assumed that the existing pattern of commodity output 
relative to economic activity will determine the future level of economic activity. Tech­
nically speaking, constant returns to scale are assumed. If this assumption is realistic 
with regard to the forestry project, results are meaningful. otherwise, adjustments must 
be made. 

Forestry projects that result in changes in timber harvest level are so common that 
further elaboration seems appropriate. A change in the level of timber harvest will have a 
first-order effect on those industries that consume or process roundwood. These industries 
are referred to alternatively as the timber-using industry, the wood-products industry, or 
the fores,t-products industry. Whatever the term used, no standard definition or description 
exists. Analysts appear to generally adopt one of two approaches: a) the narrower approach 
which includes only processors of industrial roundwood, and b) the broader approach which 
includes secondary processors, such as furniture plants. For the purpose of most distribu­
tional analyses, the narrower approach is more practical since secondary processors do not 
generally use forestry outputs directly and will eventually be included as part of "aggregate 
impacts". 

In general, measures for primary impact indicators regarding timber harvest take the 
form of relationships involving employees or dollars of wages per million board feet of 
timber cut in a particular area. In the example mentioned earlier,it was estimated that about 
six wood-products workers per million board feet or timber harvested were employed in Montana 
(Johnson, 1972). These measures are sometimes called consumption ratios. They can be made 
more refined or sophisticated by taking changes over time into consideration, and by taking 
the geographical pattern of timbeI'-Origin and processor-destination into consideration. 



Figure 3 Average annual employment in logging (SIC 2411)

per million board feet of wood harvested in

Washington by state area, 1950-1970
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The first two refinements can be illustrated by work in the Pacific Northwest (Wall

and Oswald, 1975). Figure 3 shows estimates of employment consumption ratios based on

timeseries data. The equation resulting from fitting these data to some curve form is

used to estimate future ratios. Fbr axample, if an analyst desired the appropriate ratio

for target date 1975, that date would be entered into "X" and the equation shown solved for

1.55 employees per million board feet; note: "X" = (target date) (1950). As a second

refinement, the authors developed equations for several industrial classes; the multiplier

above is applicable only to the logging industry. Fbr these types of ratios to be useful,

the analyst must be able to estimate the change in timber volume reaching, for example,

western Washington. Timber source is an open question.

EASTERN WASHINGTON

le=a817

Source: Wall and Oswald, 1975

1950 1955 1960 1955 1970
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The first two refinements can be illustrated by work in the Pacific Northwest (Wall 
and Oswald, 1975). Figure 3 shows estimates of employment consumption ratios based on 
time-series data. The equation resulting from fitting these data to some curve form is 
used to estimate future ratios. For example, if an analyst desired the appropriate ratio 
for target date 1975, that date would be entered into "X" and the equation sho.m solved for 
1.55 employees per million board feet; note: "X" c (target date) - (1950) . As a second 
refinement, the authors developed equations for several industrial classes; the multiplier 
above is applicable only to the logging industry. For these types of ratios to be useful, 
the analyst must be able to estimate the change in timber volume reaching, for example, 
western Washington. Timber source is an open question. 

Figure 3 - Average annual employment in logging (SIC 2411) 
per million board feet of wood harvested in 
Washington by state area, 1950-1970 
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How does one construct consumption ratios? The following is the procedure outlined

by Wall and Oswald (1975):

To develop ratios for use in predicting employment impacts of changing

material supplies, we need a historical base of employment and raw material

consumption data. Employment data are generally available from state employ-

ment security departments. Raw material consumption data are often difficult

to come by. We were able to get raw material consumption data for logging

and pu/ping. However, for lumber and plywood manufacture, we had to develop

consumption estimates based on historic production luvels. We used recent

production-consumption ratios to develop the estimates of consumption for the

historic time series. This process assumes static utilization of raw material

and possibly cou/d result in an understatement of raw material use and, conse-

quently, an overstatement of employment requirements in the early years of the

time series data. The effect of this possible bias is not known, but we feel

it is nominal and does not substantially affect the relationships developed in

this paper.

Since the technique of employment prediction through these ratios is

generally used to determine impacts of changes in resource supply, it should

be used for those industries whose operations in the area of concern will be

affected by resource supply changes in that area. These include the primary

resource oriented manufacturing processes: logging, lumber manufacture, ply-

wood manufacture, and conversion of wood fiber into pulp and paper stock.

The ratios should not be used for typically secondary manufacturing industries,

whose location is due to market, or other non-raw material considerations.

The factors that determine the level of labour input in the production

Process tend to change over time in most industries and most areas; consequently,

the ratio of employment to raw material consumption in the production process also

tends to change over time. If a trend can be identified for such ratios - that

is, if we can identify the direction and rate at which they change over time -

then we can extrapolate the identified trend into the future to predict employ-

ment required per unit of raw material consumed in the production process.

This approach, of course, assumes that the aggregative effects of the changes

in the underlying factors which have resulted in the historical trend in

employment - consumption ratio(s) will continue into the future.

The employment-consumption ratios used in projecting employment levels

should, if possible, be developed from data for the area of concern. For

instance, if projections are being made for a county, use of ratios developed

for large areas, such as the half-state areas presented later in this report,

could be quite inappropriate and misleading. In case of insufficient data in

a small area, ratios from a broader area can be used if it can be determined

that they are similar to those for the smaller area.
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How does one construct consumption ratios? The following is the procedure outlined 
Qy Wall and Oswald (1975): 

To develop ratios for use in predicting employment impacts of changing 
material supplies, we need a historical base of employment and raw material 
consumption data. Employment data are generally available from state employ­
ment security departments. Raw material consumption data are often difficult 
to come by. \~e were able to get raw material consumption data for logging 
and pulping. However, for lumber and plywood manufacture, we had to develop 
consumption estimates based on historic production levels. We used recent 
production-consumption ratios to develop the estimates of consumption for the 
historic time series. This process assumes static utilization of raw material 
and possibly could result in an understatement of raw material use and, conse­
quently, an overstatement of employment requirements in the early years of the 
time series data. The effect of this possible bi,as is not mown, but we feel 
it is nominal and does not substantially affect the relationships developed in 
this paper. 

Since the technique of employment prediction through these ratios is 
generally used to determine impacts of changes in resource supply, it should 
be used for those industries ~mose operations in the area of conoern will be 
affected by resource supply changes in that area. These incluie the primary 
resource oriented manufacturing processes: logging, lumber manufacture, ply­
wood manufacture, and conversion of wood fiber into pulp and paper stock. 
The ratios should not be used for typically secondary manufacturing industries, 
whose location is due to market, or other non-raw material considerations. 

The factors that determine the level of labour input in the production 
process tend to change over time in most industries and most areas; consequently, 
the ratio of employment to raw material consumption in the production process also 
tends to change over time. If a trend can be identified for such ratios - that 
is, if we can identify the direction and rate at which they change over time -
then we can extrapolate the identified trend into the future to predict employ­
ment required per unit of raw material consumed in the production process. 
This approach, of course, ass.umes that the aggregative effects of the changes 
in the underlying factors which have resulted in the historical trend in 
employment - consumption ratio{s) will continue into the future. 

The employment-consumption ratios used in projecting employment levels 
should, if possible, be developed from data for the area of concern. For 
instance, if projections are being made for a county, use of ratios developed 
for large areas, such as the half-state areas presented later in this report, 
could be quite inappropriate and misleading. In case of insufficient data in 
a small area, ratios from a broader area can be used if it can be determined 
that they are similar to those for the smaller area. 



Step 2. From ... Oregon or local forest data, we get the distribution of the

national forest harvest.

Industry

Sawmill, planning
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Some of the curves, if extended for many years, will indicate an

employment-consumption ratio approaching or reaching zero employees per unit

of wood consumed. This is unrealistic. In such cases the curves should be

extrapolated for only short periods into the future. When extrapolations

for longer time periods are required, the user must temper the curves based

on the best available evidence and expert opinion of what the employment-

wood consumption relationships will be like in the future.

Finally, any one of several curve forms may adequately fit the

historical trend data. The potential user is then faced with making a

selection. It is often expedient to select the simplest form that ade-

quately defines the trend. But in this as well as other aspects of

selection and use of ratio trends for projection of employment in the

forest products industries, considerable judgement is required for the

user.

An alternative set of procedures has been outlined by Bell (1977). These approaches follow,
one being quick and inexpensive and the other more costly and time consuming:

aina_Eublished Data

Step 1. Prom the equations presented in Wall and Oswald (1975) for Oregon, we get
the following ratios for employees per million board feet.

Volume
(mM bd.ft.)

Percent
of Total

Step 3. Assuming changes in harvest will be distributed to the mills in the same

proportion as the present harvest, we derive a combined employees per

million board-foot ratio:

1.46 + 0.77 x 3.49 0.23 x 6.44 = 5.63
(logging) (sawmills) (veneer) (ratio)

In some cases, employment for pulpmills may also be added if they absolutely

depend on the local residues from the veneer and sawmills for wood input.

Generally, they have alternative wood supplies so that pulp production and

thus employment will probably not change with changes in local harvest.

mills etc. 322 914 77
Veneer and plywood 96 089 (23)

Total 419 003 100

,Industry Ratio

Logging 1.46
Sawmills & planning mills 3.49
Veneer and plywood 6.44
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Some of the curves, if extended for many years, will indicate an 
employment-consumption ratio approaching or reaching zero emplnyees per unit 
of wood consumed. This is unrealistic. I:1 such cases the curves should. be 
extrapolated for only short periods into the future. When extrapolations 
for longer time periods are required, the user must temper the curves based 
on the best available evidence and expert opinion of what the employment­
wood consumption relationships will be like in the future. 

Finally, anyone of several curve forms may adequately fit the 
historical trend data. The potential user is then faced with making a 
selection. It is often expedient to select the simplest form that ade­
quately defines the trend. But in this as well as other aspeots of 
~election and use of ratio trends for projection of employment in the 
forest products industries, considerable jndgement is required for the 
user. 

An alternative set of procedures has been outlined by Bell (19'71). These approaches follow, 
one being quiok and inexpensive and the other more costly and time consuming: 

Using Published Data 

Step 1. From the equations presented in Wall and Oswald (1975) for Oregon, we get 
the following ratios for employees per million board feet. 

Industry 

Logging 
Sawmills & planning mills 
Veneer and plywood 

1!!:lli 
1.46 
3.49 
6.44 

Step 2. From ••• Oregon or local forest data, we get the distribution of the 
national forest harvest. 

Volume Percent 
Industry (mm W.ft.) of Total 

Sawmill, planning 
mills etc. 322 914 77 

Veneer and plY'iood 96 089 (23) 

Total 419 003 100 

Step 3. Assuming changes in harvest will be distributed to the mills in the same 
proportion as the present harvest, we derive a combined employees per 
million board-foot ratio: 

1.46 + 
(logging) 

0.77 x 3.49 
(sawmills) 

+ 0.23 x 6.44 
(veneer) 

5.63 
(ratio) 

In some cases, employment for pulpmills may also be added if they absolutely 
depend on the local residues from the veneer and sawmills for wood input. 
Generally, they have alternative wood supplies so that pulp production and 
thus employment will probably not change with ohanges in local harvest. 
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Using Original Data

Step 1. From a survey of individual mills, determine the average annual consumption

of wood and average annual employment. Divide the number of employees by

the amount of wood used to get the average employment wood-consumption ratio

for each mill such as is shown in the fictitious example below.

Step 3. Apply the sane principles as in the previous step 3.

1.5 + (0.4 x 3.0 + 0.2 x 2.1) + 0.4 x 8.6 . 6.6

(logging) (sawmills) (veneer) (ratio)

The third modification takes the relationship between the origin and destination of

timber into account. Table 3 is based on official planning regions in Idaho (Schuster,

Koss and Godfrey/ 1975). All timber-using industry employment is aggregated. The focus of

concern for the analyst is the location of timber harvest. Fbr example, each million board

feet of timber harvest in Region 1 was associated with 5.53 people employed in Region I,

0.31 in Region II, and no employ in the other regions - that is, timber was not delivered

from Region I to Regions III-VI.

While several difficulties exist with use of consumption ratios, they do represent

about the best measures available to quantify primary economic activity impacts regarding

timber. The indicator used need not be employment. Any indicator - wages, employment, or

sales - for which data are available will work. If the results are interpreted as relative

indications, rather than absolute truths, misuse will be minimized.

A better procedure if the data can be obtained is to calculate the marginal

rather than the average employment-wood consumption ratio. This could be

obtained by observing the effect on employment of year-to-year changes in

mill inputs, assuming no change in technology. Or it could be arrived at

by asking the mill operator how employment would change with a given change

in his wood supply.

Step 2. Estimate the proportion of increase or decrease in harvest going to each

mill. This could be done on the basis of past harvest or it could reflect

mill bidding power or the type of raw material involved. For the example,

we will assume a decrease in the number of large logs will prevail.

Past harvest Anticipated harvest

(percent) (percent)

Silesia Milling Co. 30 40
Sidney Scrag Mill 20 20

Porter Veneer and Plywood, Inc. 50 40

Firm Ratio

Average of eight local loggers 1.5
Silesia Milling Co. 3.0

Sidney Scrag Mill 2.1

Porter Veneer and Plywood, Inc. 8.6
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Using Original Data 

step 1. From a survey of individual mills, determine the average annual consumption 
of wood and average annual employment. Divide the number of employees by 
the amotmt of wood used to get the average employment wood-consumption ratio 
for each mill such as is shown in the fictitious example below. 

!E!!! 
Average of eight local loggers 
S ilesia IHlling Co. 
Sidney Scrag Mill 
Porter Veneer and Plywood, Inc. 

~ 

1.5 
3.0 
2.1 
8.6 

A better prooedure if the data can be obtained is to calculate the marginal 
rather than the average employment-wood consumption ratio. This could be 
obtained by observing the effect on employment of year-to-year changes in 
mill inputs, assuming no change in technology. Or it could be arrived at 
by asking the mill operator how employment would change with a given change 
in his wood supplye 

Step 2. Estimate the proportion of increase or decrease in harvest going to each 
mill. This could be done on the bas.is of past harvest or it could reflect 
mill bidding power or the type of raw material invo lved. For the example, 
we will assume a decrease in the number of large logs will prevail. 

Silesia IHlling Co. 
Sidney Scrag J~ill 
Porter Veneer and Plywood, Inc. 

Past harvest 
(percent) 

30 
20 
50 

AntiCipated harvest 
(percent) 

40 
20 
40 

Step 3. Apply the same prinCiples as in the previous step 3. 

1.5 + 
(logging) 

(0.4 x 3.0 + 0.2 x 2.1) 
(sawmillS) 

+ 0.4 x 8.6 
(veneer) 

= 6.6 
(ratio) 

The third modification takes the relationship between the or1g1n and destination of 
timber into accotmt. Table 3 is based on official planning regions in Idaho (Schuster, 
Koss and Godfrey, 1975). All timber-using industry employment is aggregated. The focus of 
concern for the analyet is the location of timber harvest. For example, each million board 
feet of timber harvest in Region 1 was associated with 5.53 people employed in Region I, 
0.31 in Region II, and no employ in the other regions - that is, timber was not delivered 
from Region I to Regions III-VI. 

,lliile several difficulties exist with use of consumption ratios, they do represent 
about the best measures available to quantify primary economic activity impacts regarding 
timber. The indicator used need not be employment. Any indicator - wages, employment, or 
sales - for which data are available will work. If the results are interpreted as relative 
indications, rather than absolute truths, misuse will be minimized. 
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Table 3. Timber harvest and_employment in Idaho's timber-using industry,

by planaing re12

(13,302)

Counties with employment but receiving no timber were excluded from calculations;

multipliers, where different, are shown in parentheses: these multipliers are similar

to county multipliers.

Imports were estimated from unpublished data obtained in the Idaho Forest Industry Study.

Due to rounding errors, this total does not agree with the actual totals of 14,223 and

(13,305).

Source: Schuster, Koss and Godfrey, 1975.

This section will be concluded with an example (Table 4) that deals with calculation

of primary wage and employment impacts of a 10 million board feet decrease in timber harvest

in southwestern Oregon. Primary economic impacts are reflected in the logging, plywood and

sawmill industries.

Primary economic impacts should be calculated for every distinct aspect of the

forestry project and then combined into a total of primary impacts. Accomplishing this,

the question remains: What are the aggregate impacts of the forestry project on economic

Region of

Timber

Harvest

1972

Timber

Harvest

Idaho State Plannin Re ton of Timber Destination Total 1972

Direct

Emplóyment

Region

I

Region

II

Region

III

Region

IV

Region

V

Region

VI

Region I 610.42 5.53 0.31 0.00 0.00 0.00 0.00 3,565

Region II 811.67 0.51 6.53 0.29 0.00 0.00 0.00 5,950

(0.23)a

Region III 207.61 0.00 0.07 15.26 0.11 0.00 0.00 3,206

(11.95) (0.06) (2,508)

Region IV 13.43 0.00 0.00 0.05 17.08 0.00 0.00 230

(0.04) (9.90) (133)

Region V 18.83 0.00 0.00 0.00 0.00 1.81 0.00 34

(0.74) (14)

Region VI 96.45 0.00 0.00 0.75 0.00 0.00 5.76 628

(0.59) (5.50) (587)

Importsb 93.72 5.30 0.53 0.65 0.00 0.00 0.00 607

(0.51) --L2241-

Totals 1,852.13 14,2190
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Table 3. Timber harvest and employment in Idaho's timber-using industry, 
by pl~ng region, 1972 

Region of 1972 Idaho Ztate Planning Reg10n of Timber Destination 
Timber Timber Region Region Region Region Region Region 
Harvest Harvest I II III IV V VI 

Region I 610.42 5.53 0.31 0.00 0.00 0.00 0.00 

Region II 811.67 0.51 6.53 0.29 0.00 0.00 0.00 
(0.23)a 

Region III 207.61 0.00 0.07 15.26 0.11 0.00 0.00 
(11.95) (0.06) 

Region IV 13.43 0.00 0.00 0.05 1 '( .08 0.00 0.00 
(0.04) (9.90) 

Region V 18.83 0.00 0.00 0.00 0.00 1.81 0.00 
(0.74) 

Region VI 96.45 0.00 0.00 0.75 0.00 0.00 5.76 
(0.59) (5.50) 

Ir.tports 
b 

2~·12 5.30 0.53 0.65 0.00 0.00 0.00 
(0.51 ) 

Totals 1,852.13 

Total 1972 
Direct 

Employment 

3,565 

5,950 

3,206 
(2,508) 

230 
(133) 

34 
( 14) 

628 
(587) 
607 

(224) 

14,219
c 

( 13,302) 

a. Counties with employment but receiving no timber were excluded from calculationsj 
multipliers, where different, are shown in parentheses: these multipliers are similar 
to county multipliers. 

b. Imports were estimated from unpublished data obtained in the Idaho Forest Industry Study. 

c. Due to rounding errors, this total does not agree with the actual totals of 14,223 and 
(13,305). 

Source: Schuster, Kose and Godfrey, 1975. 

This section will be concluded with an example (Table 4) that deals with calculation 
of primary wage and employment impacts of a 10 million board feet decrease in timber harvest 
in southwestern Oregon. Primary economic impacts are reflected in the logging, plywood and 
sawmill industries. 

Primary economic impacts should be calculated for every distinct aspect of the 
forestry project and then combined into a total of primary impacts. Accomplishing thiS, 
the question remains: What are the aggregate impacts of the forestry project on economic 
B~tivity? 
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Table 4. Exam le: Calculation ofri ama nd wage impacts

Let 10 million board feet now be subtracted from the allowable cut of that portion of

the Umpqua in Douglas County. The new level of allowable cut is 347.0 million board feet

annually. What are the probable economic impacts or adjustment burdens regarding Douglas

County? There will be impacts. The following will discuss these under the four major impact

classes described earlier.

Economic Activity. Given the state of economic activity in Douglas County, how will

a change in allowable cut be reflected? The first consideration involves the relationship

between allowable cut and actual cut. It seems clear from Table 25 that an allowable cut

reduction would be directly translated into lower actual cuts. Of the five indicators

recommended, two will not be evaluated. Since costs and gains regarding other outputs are

assumed to be constant, they will not be evaluated. Additionally, data are not currently

available to adequately evaluate changes in value-added. To show the effect of timing on

impact evaluations, target years 1970 and 1976 will be used where useful.

How will the decrease of 10 million board feet of timber harvest be distributed among

the timber-using industries of Douglas County? Sales between the Forest Service and timber-

using industries (Darr and Fight, 1974) suggest the relationship below. If the harvest change

were allocated on the basis of percent

Industry Sales Percent Harvest (mmbf)

Logging US$ 425,152 4.1 - 0.41

Plywood 8,409,481 80.3 - 8.03
Sawmills 1,637,734 15.6 - 3.56

10,472,367 100.0 -10.00

sales, the 10 million board feet would be distributed as above.

One way

ology outlined

to determine primary impacts on employment and wages is to follow the method-

by Wall and Oswald (1975). The following shows the employment-consumption

Source: Schuster, 1976b.

expressed in terms of employment per million board feet. While the linear form expressing

ratios was used, log forms are also available. When the calculated ratios are applied to

timber volumes, the following employment and wage levels result. The 1970 wage changes were

based on prevailing industry wage rates (USDC, 1971). The 1976 wage levels used rates that

assumed the same proportionate increase occurring between 1970 and 1973 would occur to 1976.

ratios for the industries of concern. These ratios are

Consumption ratio (Y)

Industry Equation 1970 1976

LogFing Y = 1,748 - 0.012 x 1.4900 1.4132

Plywood Y =14,6011 - 0.4969 x 4.6631 1.6817

Sawmills Y = 7,832 - 0.2135 x 3.5620 2.2810

Employment Wages

Industry 1970 1976 1970 1976

Logging - 0.61 - 0.58 - 4,410 - 5,349
Plywood - 37.44 - 13.50 - 298,472 - 176,985

Sawmills - 5.56 - 3.56 - 43,268 - 41,367

- 43.61 - 17.64 - 346,150 - 223,702
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Table 4. Example: Calculation of primary employment and wage impacts 

Let 10 million board feet now be subtracted from the allowable cut of that portion of 
the Umpqua in Douglas County. The new level of allowable cut is 347.0 million board feet 
annually. What are the probable economic impacts or adjustment burdens regarding Douglas 
County? There will be impacts. The following will discuss these under the four major impact 
classes described earlier. 

Economic Activity. Given the state of economic activity in Douglas County, how will 
a change in allowable cut be reflected? The first consideration involves the relationship 
between allowable cut and actual cut. It seems clear from Table 25 that an allowable cut 
reduction would be directly translated into lower actual cuts. Of the five indicators 
recommended, two will not be evaluated. Since costs and gains regarding other outputs are 
assumed to be constant, they will not be evaluated. Additionally, data are not currently 
available to adequately evaluate changes in value-added. To show the effect of timing on 
impact evaluations, target years 1970 and 1976 will be used where useful. 

How will the decrease of 10 million board feet of timber harvest be distributed among 
the timber-using industries of Douglas County? Sales between the Forest Service and timber­
using industries (Darr and Fight, 1974) suggest the relationship below. If the harvest change 
were allocated on the basis of percent 

Industry Sales 

Logging USS 425,152 
Plywood 8,409,481 
Sawmills 1,6~l,n4 

10,47 2,367 

Percent 

4.1 
80.3 

~ 
100.0 

Harvest (mmbf) 

- 0.41 
- 8.03 

3.56 
-10.00 

sales, the 10 million board feet would be distributed as above. 

One way to determine primary impacts on employment and wages is to follow the method­
ology outlined by Wall and Oswald (1975). The following shows the employment-consumption 
ratios for the industries of concern. These ratios are 

Industry 

Logging 
Plywood 
Sawmills 

Fguation 

Y 1,748 - 0.012 x 
Y = 14,6011 - 0.4969 x 
Y = 7,832 - 0.2135 x 

Consumption 
l21Q 

1.4900 
4.6631 
3.5620 

ratio (y) 

~ 

1.4132 
1.6817 
2.2810 

expressed in terms of employment per million board feet. Wbile the linear form expressing 
ratios was used, log forms are also available. When the calculated ratios are applied to 
timber volumes, the following employment and wage levels result. The 1970 wage changes were 
based on prevailing industry wage rates (USDC, 1971). The 1976 wage levels used rates that 
assumed the same proportionate increase occurring between 1970 and 1973 would occur to 1976. 

Elnplo;l!!!ent Wages 
Industry l21Q ~ l21Q ~ 

Logging 0.61 0·58 4,410 5,349 
Plywood - 37.44 - 13.50 - 298.472 176,985 
Sawmills :2.:26 3026 43,268 41d 61 

- 43.61 17.64 346,150 - 223,702 

Source: Schuster, 1976b. 



4. 2 Pkggregate o_a. conomic Base Anal rsi_s

The consumption ratios just discussed speak only to levels of employment or wages

associated with primary consumers of timber. Will the effect on economic activity stop

with these primary processors? Probably not. What about other economic activity associated

with timber processing - the equipment dealers, food bought by woods workers and other

support activities? Income generated in the primary timber-using industry is spent and

re-spent. Consequently, additional rounds of economic activity can be envisioned; these

can be lumped together and called "secondary" effects. Aggregate change in economic activity

is the total of primary and secondary effects. Investigations of aggregate impacts on econo-

mic activity normally employ either economic base or interindustry (input-output) analysis.

This section deals with economic base analysis, the following with input-output analysis.

Regional scientists have attempted to explain growth of an area in terms of its

"economic base". Fundamental to this concept is the fact that, since local areas do not

print their own currency, money flows into the area from outside. This normally occurs

when markets outside the area demand and purchase goods and services produced internally.

Firmo that export most of their output and thereby create an inflow of money to the area

are classified as "basic". These industries are "basic" to growth and development of an

area. They are often termed "export" because they serve markets outside the area. Figure4
shows that the income flowing to an area is the result of selling goods and services to

"export" markets. This income in turn partly goes to paying other local industries for

necessary goods and services. Sometimes these other local industries are lumped into a

class called "non-basic" and sometimes they are split into "non-basic" and "support"

industries. The output of "support" industries are inputs needed in the productive process

of the basic industries. For example, a fertilizer industry may provide a necessary input

to a timber growing industry that exports its output. Local "support" industries thereby

substitute for outside area suppliers. The "non-basic" industries (food stores, barber

shops) then provide the goods and services needed to maintain other aspects of the basic

industries. In all likelihood, most industries lie along a continuum between completely

basic (all income received from outside the area) to completely non-basic (all income

received from inside the area).

We should emphasize here that the source of income is important. It is not necessary

for output to be exported, but rather for income to be imported. In most cases, these con-

cepts will not be in conflict. In the case of recreation, however, the distinction is

important, for recreation commodities are often produced and consumed locally. This industry

is "basic" then to the extent that recreationists from outside the region come to the region

and spend money earned from outside the region. In this circumstance, the income is effect-

ively imported but the output is not exported.
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4.2 Aggregate Impacts - Economic Base Analysis 

The consumption ratios just discussed· speak only to levels of employment or wages 
associated with primary consumers of timber. Will the effect on eoonomio activity stop 
with these primary processors? Probably not. What about other economic activity associated 
with timber processing ·- the equipment dealers, food bought by woods workers and other 
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and spend money earned. from outside the region. In this circumstance, the income is effect­
ively imported but the output is not exported. 



-88 -

Figure 4. Role of basic industries in an area's economy.
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Growth of an area's basic industry is associated with changes in income receipts

from outside areas. Changes in other activities (nonbasic) are merely the result of overall

change in the basic industries. The mu/tiple effect on economic activity is measured by the

"economic base multiplier" (Barkley and Allison, 1968). The essential concept underlying

any economic base multiplier is that increases in any exogenous variable (e.g. basic industry

income or employment) are magnified by other transactions that occur within the area. The

area's income or employment is increased by a multiplied amount because of the respending

that occurs within the area as a result of income received from sales of goods and services

produced in the area, but sold outside the area. Multiplier analysis then is relevant and

appropriate for analyzing impacts if, and only if, the industry being altered is part of the

area's economic base.

Calculation of an economic base multiplier (EBM) is relatively straightforward.Y

The economic base mu2tiplier is applicable to any indicator of economic activity (employment,

wages, sales, etc.) for which an appropriate data base exists. The EBM is simply the ratio

of total economic activity to economic activity in the economic base. Consider an income

multiplier. If the proportion of total income respent in an area is "r", the total impact

of a change in export income in the area is:

2 n, 1
Y = (1 + r + r + r3 r4 + + r ) 6

YB
= ( )

YB1 r

JI For an excellent discussion of multiplier interpretation, see Coppedge and Youmans (1970).
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Grm"rth of an area's basic industry is associated with changes in income receipts 
from outside areas. Changes in other activities (non-basic) are merely the result of overall 
ohange in the basic industries. The multiple effect on economic activity is measured by the 
"economic base multiplier" (Barkley and Allison, 1968). The essential concept underlying 
any economic base multiplier i s that increases in any exogenous variable (e. g. basic industry 
income or employment) are magnified ~y other transactions that ocour within the area. The 
area's income or employment is increased by a multiplied amount because of the re-spending 
that occurs within the area as a result of income received from sales of goods and services 
produced in the area, but sold outside the area. Multiplier analysis then is relevant and 
appropriate for analysing impacts if, and only if, the industry being altered is part of the 
area's economic base. 

Calculation of an economic base multiplier (EBM) is relatively straightforward.JV 
The economic base multiplier is applicable to any indicator of economic activity (employment, 
wages, sales, etc.) for which an appropriate data base exists. The EBM is simply the ratio 
of total economic activity to economic activity in the economic base. Consider an income 
multiplier. If the proportion of total income re-spent in an area is "r", the total impact 
of a change in export income in the area is: 

234 n ( A Y = (1 + r + r + r + r + ••• + r ) (j. YB = 
1 

1 r 

JV Fbr an excellent discussion of multiplier interpretation, see Coppedge and Youmans (1970). 



where:

r the proportion of each dollar that is re-spent within

the region by residents ( 0<r <1 )

YB
change in basic industry income

y . change in area's income

n = spending round

/Y /Let "r" be replaced by N/Y) where Y is non-basic industry income (YN Y - YB). The

economic base multiplier then becomesN:

EBM -
1

(YN/(YN + YB))

Y

(YN + YB) YN

ETBM Y/Y

The multiplier is applied:

p Y EBM YB)

If the economic base multiplier were calculated to be 1.65, then an income change of $1 000

in the basic industry would be associated with a $1 650 income change in the total area

($1 000 x 1.65). Of the $1 650 change, $1 000 is associated with the basic industry and

$650 with the non-basic industries.

The fundamental problem in economic base analysis is determining which industries

constitute the economic base. Various approaches have been articulated by Hoover (1971),
Convery (1973) and Tiebout (1962):

(i) Definition - Examine each sector individually, and determine whether it is

basic or non-basic. For very small economies this approach can to some

extent be justified because most of the sectors will either export almost

all of their output or fulfill a clearly local supportive role. Fbr a small,

rural area using this method, agriculture, mining and manufacturing would be

classified as basic, while all of the rest (incluiing construction) would be

categorized as non-basic. However, even at this level there are some sectors

which are both basic and non-basic; as the economy gets larger these joint

sectors are more likely to be found.
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r = the proportion of each dollar that is re-spent >rithin 
the region by residents ( 0 < r < 1 ) 

6 Y
B 

= change L~ ~sic industry income 

f), Y = ohange in area I s income 

n = spending rOmld 

Let "r" be replaced by (YN!Y) where Y
N 

is non-basic industry income (Y
N 

= Y - Y
B

). The 
eoonomic base multiplier then becomes : 

EBM = 

= 

= 

1 

(1 - Y/Y) 

1 

1 - (YN!(YN + YB» 

Y 

The multiplier is applied: 

If the economic base multiplier were calculated to be 1.65, then an income change of $1 000 
in the basic industry would be associated with a $1 650 income change in the total area 
($1 000 x 1.65). Of the $1 650 change, $1 000 is associated with the basic industry and 
$650 with the non-basic industries. 

The fmldamental problem in economic base analysis is determining which industries 
constitute the economic base. Various approaches have been articulated by Hoover (1971), 
Convery (1973) and Tiebout (1962): 

(i) Definition - Examine each sector individually, and determine whether it is 
basic or non-basic. For . very small economies this approach can to some 
extent be justified because most of the sectors will either export almost 
all of their output or fulfill a clearly local supportive role. For a small, 
rural area using this method , agriculture, mining and manufacturing would be 
classified as basic, while all of the rest (including construction) ,;ould be 
categorized as non-basic. However, even at this level there are some sectors 
whioh are both basic and non-basio; as the economy gets larger these joint 
sectors are more likely to be found. 
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Location Quotients - Tb separate the basic from the non-basic employment in

an industry, the use of a location quotient has been advocated. The employ-

ment identified with the portion of the coefficient greater than one is

classified as "export". Implicit in this approach is the assumption that

local patterns of use and habits of consumption are the same as average

national ones. Locations quotients will be discussed shortly.

Minimum Requirements - To overcome this latter problem, Ullman et al (1971)
developed what they call a minimum requirements approach. They take all of

the cities in a particular size class, and determine the proportion of the

total work force in each city employsd in each sector of the economy. The

lowest percentage for each sector from all the cities is designated as the

"minimum requirements" percentage for that sector for cities in this size

class. By regressing these minimum requirements (Y) against population (X),

parameters (a) and (b) can be determined for:

Y = a + b log X

The best estimate of total minimum employment requirement (non-basic

employment) is given by this equation.

Direct Measurement - Given sufficient funds, export industries can be measured

directly. Methods available fall into two groups: a) direct measurement of

commodity and dollar flows by means of various data sources and b) surveys

through interviews and questionnaires of consumers and firms.

Use of location quotients has received much attention in forestry circles, and

warrants further discussion. Location quotients (sometimes called the coefficient of locali-

zation) are quantitative indexes based on a comparison of economic activity in the industrial

sectors of an area to a larger, regional or national system. The listing below shows the

hypothetical percentage distribution of employment in industries for a local area and a

larger area.

% %
Employment in Dmployment in Location

Industry Class Local Area Larger System Quotient

Location quotients are calculated by dividing an area's percentage for an industry by the

larger system's percentage for that industry. A location quotient in excess of 1.0 is

normally accepted to identify an export or basic industry. The percentage distribution of

any economic activity (wages, employment, etc.) can be used to calculate location quotients.

Once calculated, the analyst may simply define basic industries to be those which have

values in excess of 1.0 for the location quotient. The logic in this approach is that once

specialization exists, production predominately serves export markets.

X .60 .20 3.0

Y .30 .40 .75
2 .10 .40 .25

Total 1.00 1.00
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(it) Location Quotients - To separate the basic from the non-basic employment in 
an industry, the use of a location quotient has been advocated. The employ­
ment identified with the portion of the coefficient greater than one is 
olassified as "export". Implicit in this approach is the assumption that 
local patterns of use and habits of consumption are the same as average 
national ones. Locations quotients will be discussed shortly. 

(iii) Minimum Requirements - To overcome this latter problem, Ullman ~ ~ (1971) 
developed what they call a minimum requirements approach. They take all of 
the cities in a particular size class, and determine the proportion of the 
total work force in each city employed in each sector of the economy. The 
lowest percentage for each sector from all the cities is designated as the 
"minimum requirements" percentage for that sector for cities in this size 
class. By regressing these minimum requirements (Y) against population (X), 
parameters (a) and (b) can be determined for: 

Y ~ a + b log X 

The best estimate of total m1n~mum employment requirement (non-basic 
employment) is given by this equation. 

(iv) Direct Measurement - Given sufficient funds, export industries can be measured 
directly. J~ethods available fall into two groups: a) direct measurement of 
conunodity and dollar flows by means of various data sources and b) surveys 
through interviews and questionnaires of consumers and firms. 

Use of location quotients has received much attention in forestry circles, and 
warrants further discussion. Location quotients (sometimes called the coefficient of locali­
zation) are quantitative indexes based on a comparison of economic activity in the industrial 
sectors of an area to a larger, regional or national system. The listing below shows the 
hYPothetical percentage distribution of employment in industries for a local area and a 
larger area. 

% 
Employment in 

Ind ustr:.:: Class Local. Area 

X .60 
Y .30 
z .10 

Total 1.00 

% 
Employment in 
Lar~er S;:t]tem 

.20 

.40 

.40 

1.00 

Location 
Quotient 

3.0 
.75 
.25 

Location quotients are calculated by dividing an area's percentage for an industry by the 
larger system's percentage for that industry. A location quotient in excess of 1.0 is 
normally accepted to identify an export or basic industry. The percentage distribution of 
any eoonomic activity (wages, employment, etc.) can be used to calculate location quotients. 
Once calculated, the analyst may simply define basic industries to be those which have 
values in excess of 1.0 for the location quotient. The logic in this approach is that once 
specialization exists, production predominately serves export markets. 
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The analyst may use the data above to go to the next step. In the case of employ,-

ment, estimate "excess employment". Upon reflection, the location quotient will be found

to reflect an area's economic specialization. The overall degree of specialization may be

determined by subtracting the area's percentage distribution of employment, by industry,

from that of the larger system. Where an area's percentage exceeds the larger system's

percentage, it is termed "excess"; employment in that industry is in "excess" of national

or regional requirements. In this event, only that portion of economic activity associated

with the "excess"is included in the economic base. The listing below shows that excess

employment levels are calculated from the same data base as location quotients.

%
a
P

Employment in Employment in EMployment in % Excess

Inclutry Class Local Area Local Area Larger System EXcess 2222m2B1

X 600 .60 .20 .40 400

Y 300 .30 .40 -.10
Z 100 .10 .40 -.30 -

Total 1 000 1.00 1.00 .40

In the case of the location quotient, the percentages are divided while to calculate excess,

they are subtracted. This latter approach argues that both internal and external markets

are served on a basis proportional to the degree of excess.

Opportunities to critique and extend the several methods available to estimate size

of the economic base abound. Others have undertaken this effort (see Isserman, 1977;

Mathur and Rosen, 1974; and Tiebout, 1962).

Where does one obtain the data necessary to conduct an economic base analysis? The

answer depends on the approach adopted. If an analyst had detailed knowledge of an area's

economy, the analyst could simply define, identify or otherwise list the basic industries.

However, this method is risky since it relies on the analyst's impressions of reality; these

may not be correct. Alternatively, a specialized study of firms in an area could be con-

ducted to determine the amount of export income associated with each firm. But even with

these approaches, the analyst will probably have to research secondary data sources to

determine levels of total economic activity. These secondary data sources are the primary

source of information for the location quotient, excess employment, and the minimum require-

ments approaches to defining the economic base.

Once the analyst determines a numerical value for the economic base multiplier,

accurate estimates of primary impacts become very important. Estimates of primary impacts

provide the driving force behind economic base multipliers - that is, if these primary

impact industries are part of the economic base. To determine aggregate change, the analyst

multiplies the primary change by the multiplier. Calculation of aggregate change is shown

in Table 5 that follows, for a complex forestry project. While the economic base approach

is reasonably common and inexpensive, a methodologically dissimilar approach to aggregate

impacts exists - input-output analyses.
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In the case of the location quotient, the percenta,ges are divided while to calculate excess, 
they are subtracted. ~nis latter approach argues that both internal and external markets 
are served on a basis proportional to the degree of excess. 

Opportunities to critique and extend the several methods available to estimate size 
of the economic base abound. Others have undertaken this effort (see Isserman, 1977; 
Mathur and Rosen, 1974; and Tiebout, 1962). 

Where does one obtain the d.ata necessary to conduct an economic base analysis? The 
answer depends on the approach adopted. If an analyst had detailed knowledge of an area's 
economy, the analJ~t could simply define, identify or otherwise list the basic indust ries. 
However, this method is risky since it relies on the analyst' s impressions of reality; these 
may not be correct. Alternat ively, a specialized study of firms in an area could be con­
ducted to determine the amount of export income associated with each firm. But even with 
these approaches, the analyst will probably have to research secondary data sources to 
determine levels of total economic activity_ These secondary data sources are the primary 
source of information for the location quotient, excess employment, and the minimum require­
ments approaches to defining the economic base. 

Once the analyst determines a numerical value for the economio base multiplier, 
accurate estimates of primary impacts become very important. Estimates of primary impacts 
provide the driving force behind economic base multipliers - that is, if these primary 
impact industries are part of the economic base. To determine aggregate change, the analyst 
multiplies the primary change by the multiplier. Calculation of aggregate change is shown 
in Table 5 that follows, for a complex forestry project. While the economic base approach 
is reasonably common and inexpensive, a methodologically dissimilar approach to aggregate 
impacts exists - input-output analyses. 
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Table 5. Example: Calculation of aggregate impacts with economic base multipliers

THE IMPACT AREA

Using the criteria outlined earlier, the local impact area was identified for the

Hiwassee Unit; Bradley, Polk, Monroe and McMinn Counties were included (see fig. 1).

Detailed ten year plans (1970-1980) dealing with population, the economy, land use, trans-

port systems and housing are available for Bradley and Polk counties (Tennessee State

Planning Commissio;iiy 1971a, 1971b), while plans are in preparation for the counties of

McMinn and Monroe.-]

The area is one with a record of modest but consistent economic growth centered

mainly around Cleveland, Tennessee, the "growth point" of the area. Growth in the menu,
facturing and mining expanding from 14548 in 1960 to 22291 in 1970 (Table A). Median

family income in 1969 was $ 7101, 4.8 percent below the figure for the state, while 18.25%

of all families were classified as being below the poverty level, compared with 18.2 percent

for the state (Bureau of the Census: General Social and Economic Characteristics).

Table 1. Employment in the Hiwassee Sub-RegionY, 1960 and 1970

Year Agric., For. Basic Manuf. Total Non-basic Total Total

& Fisheries & Mining No. Other basic

1/ Counties Bradley, McMinn, Monroe and Polk.

Sources: Census of Population 1960: General Social and Economic Characteristics

Tennessee: Census of Population 1970 ibid.

IMPACTS MEASURED

The outputs of the Hiwassee unit are listed in Table B. Basic employment generated

by each of these alternatives must first be determined, and then the multiplier can be

2/ Visitor day means 12 hours of recreation use by one person.

Source: U.S.F.S. Southern Regional Office (1971b). Unit plan for Management of the

Hiwassee Unit, Cherokee National Forest, p. 27.

applied to determine non-basic and total employment. Payroll and value added data per

employee can be derived and pplied to the employment estimates.

Table 2. Annual Outputs from the Hiwassee Unit under each Management Alternative

Wood (MBF) Recreation (Visitor Days)2/

Mgmt. Saw- Pulp- Total!! Developed Dispersed Hunting

Alt, logswood value(s) Motor- Non

ized Motor.

Present 2786 1984 97587 7500 14214 10386 6150

1 2925 2084 102459 7875 15635 10178 6460

2 2692 1917 94293 8250 15635 10905 6765

3 1388 988 48616 20010 16346 11425 6150

4 2771 1976 97135 8250 14924 10905 6460

1/ Using the average price received over the past 3 years,

for sawlogs and $3.9/M.B.F. for pulpwood.

1970, 71, 72; $32.25/M.B.F.

1960 3974 14548 19522 17659 36181 1.95

1970 2141 22291 24432 22409 46841 1.91

Table 5. Example: Calculation of aggregate impacts with economic base multipliers 
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Tennessee: Census of Population 1970 ibid. 

IMPACTS MEASURED 

The outputs of the Hiwassee unit are listed in Table B. Basic employment generated 
by each of these alternatives must first be determined, and then the multiplier can be 
applied to determine non-basic and total employment. Payroll and value added data per 
employee can be derived and pplied to the employment estimates. 

Table 2. Annual Out]2uts from the Hiwassee Unit under each Mana£ement Al t ernat i ve 

Wood (MBF) 
Totalll 

Recreation (Visitor Days)g( 
Mgmt. Saw- Pulp- Developed Dispersed HWlting 
Alt. logs wood value(s) Motor- Non 

ized Motor. 
Present 2786 1984 97587 7500 14214 10386 6150 

1 2925 2084 102459 7875 15635 10178 6460 
2 2692 1917 94293 8250 15635 10905 6765 
3 1388 988 48616 20010 16346 11425 61 50 

4 211~ 1216 211 ~5 8250 14224 10205 6460 

11 Using the average price received over the past 3 years, 1970, 71, 72; $32. 25/M.B.F. 
for sawlogs and S3.9/M.B.F. for pulpwood. 

gj Visitor day means 12 hours of recreation use by one person. 

Source: U.S.F.S. Southern Regional Office (1971b). 
Hiwassee Unit, Cherokee National Forest, p. 

Unit plan for Management of the 
27. 



Table 5 (cont.d)

NON-BASIC AND BOTAL IMPACTS

By applying the multiplier (1.91, from Table 1) total and non-basic employment can be
derived (Table 12and Figure 2a). Payroll per employee in the.non-basic sector is derived

as the state-wide weighted average of annual employee payroll in the selected services,

construction, wholesale trade and retain trade sectors, and works out at $4453 for 1967 1/.
Non-basic and total payroll can now be displayed for each alternative (Table 12and Fig. 2b).

Table 12. Basic Non-Basic and Total Employment (E) and Payroll (P) Generated

by each Management Alternative, Hiwassee Unit.

Alternative Basic Non-Basic TotalE p V.A. E P E P

Source: Table 11,

Table 11. Total Basic Employment (E), Payroll (P) and Value Added (V.A.)1/

Generated by each Management Alternative, Hiwassee Unit

Alternative Management Wood

1/ With the limitations noted in the text.

Sources: Tables 4, 5, 10

Source: Convery, 1973.
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E

No.

P EE

No.
V.A. E

No.
V.A.

Present 10 70,000 16.3 5941 3 11 3268 50 271956 622986

Alt. 1 10 70,000 17.1 62330 118828 53 289747 66541 3

Alt, 2 10 70,000 15.7 57226 109100 48 263604 606720

Alt, 3 10 70,000 8.1 29524 56287 25 1 35978 311493

Alt. 4 10 70,000 16.2 59049 11 2573 49 267780 614853

Present 15.3 51980 91.6 453349 736254
Alt. 1 16.3 55397 96.4 477474 784241

Alt. 2 16.8 57105 90.8 447935 715820
Alt, 3 20.2 68339 63.3 303841 367780

Alt. 4 16.2 55020 91.4 451849 727426

No. $ $ No. $ No. $

Present 91.6 453349 736254 83.4 371380 175.0 824729

1 96.4 477474 784241 87.7 390528 184.1 868001

2 90.8 477935 715820 82.6 367818 173.4 815753

3 63.3 303841 367780 57.6 256493 120.9 560334

4 91.4 451849 727426 83.2 370490 174.6 822339

Recreation Total

E E

No. No.

Harvesting Processing

Table 5 (cont.d) 
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Table 11. Total Basic Employment (E), Payroll (p) and Value Added (V.A.) 1/ 
Generated b~ each l~anagement Alternative, Hiwassee Unit 

Alternat ive Management 

Present 
Alt. 1 
Alt. 2 
Alt. 3 
Alt. 4 

Present 
Alt. 1 
Alt. 2 

Alt. 3 
Alt. 4 

E P 
No. S 

10 70,000 
10 70 ,000 
10 70 ,000 
10 70,000 
10 70,000 

Recreation 
E P 

No. S 

15.3 51980 
16.3 55397 
16.8 57105 
20.2 68339 
16.2 55020 

Harvesting 
EE P 
No. S 

16.3 59413 
17. 1 62330 
15.7 57226 
-8.1 29524 

16.2 59049 

1/ 'lith the limitations noted in the text. 

Sources: Tables 4, 5, 10 

Source: Convery, 1973. 

Nood 
Processing 

V.A. E P V.A. 
S No. S $ 

113268 50 271956 622986 
118828 53 289747 665413 
109100 48 263604 606720 

56287 25 135978 311493 
112573 49 267780 614853 

Total 
E 

No. S $ 

91•6 453349 736254 
96.4 477474 784241 
90.8 447935 715820 
63.3 303841 367780 
91.4 451849 727426 
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4.3 Aggregate Impacts - Input-OutpIrt Analysis

Input-output is one of the most powerful descriptive and analytical tools available

to the analyst evaluating distributional consequences of a forestry project. Also called

"interindustry analysis", it belongs to the general family of "activity analyses", which

also includes linear programming. The nature and degree of interdependence among producing

and consuming sectors of an economy is basic to input-output analysis. Analysis of the

linkages between sectors in an economy is not new in economics, Quesnay and Walras under-

taking such efforts over a century ago. Yet modern efforts dealing with input-output

analysis can be traced back only a few decades to the work of Wassily W. Leontief and

development of high speed electronic computers.

Input-output analysis can be used in two major ways to evaluate forestry projects.

First, it can determine the level of output in all industries of an economy that will be

just sufficient to satisfy total demand of forestry products. Second, it can be used to

assess the changes in output of various industries in an economy associated with a change

in supply of inputs from the forestry sector. These efforts can be accomplished by means

of a set of multipliers, somewhat similar to the economic base multipliers previously

discussed. This section will briefly review input-output analysis and its application to

forestry projects.

Input-output analysis is basically an accounting system that describes dollar or

volume flows of commodities between all sectors of an economy. Each sector not only produces

goods and services consumed by other sectors but is also a consumer itself, purchasing goods

and services to be used in its production process. Data used to describe these linkages are

often based on empirical, statistical estimates - typically reflecting one point in time.

As such, input-output tables are only as good as the data upon which they are based. Although

often used to predict future economic structures, input-output is inherently a "static" model

representing a "snapshot" of an economy at a point in time.

The Input-Output Table - A complete input-output analysis basically develops and uses

three types of tables. The first table constructed can be called the Input-Output Table -

alternatively this can be called the "dollar flow" table or "transactions" table. This

table shows the flow of goods and services (measured either in volume or value) among

industrial sectors of the economy. Figure 5 shows that each industry appears twice, once

as a producer of output and once as a consumer of input. The elements of each row show the

amount of a given industry's output that was used by every other sector to produce their

own output, and how much was bought by the final consumer. The rows show the distributionof

the output,the "market mix",for each industry, summing to total output. The elements of each
column show the source of each industry's input of raw materials,semi-finished products and

services bought from various supplier industries. Columns show the pattern of input pur-

chases made by a given industry. With some exceptions (the primary input row, the final

demand column and the total output column), for every row there is a corresponding column.

These rows and columns amount to an itemization of input and output of each designated pro-

ducing and consuming industry.
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Figure 5. Sample InputOutput Table

Purchasing or Consuming Industries

1 2 3 600c oe n

Final Total
Demands Output

Figure 5 shows a distinction between consuming industries (also called intermediate

demand industries) and final demand, similarly between processing industries and primary

inputs. When these distinctions are made the inputoutput model is termed "open". If the

final demand and primary input sectors were included as producing and consuming industries

along with other industries, the model would be called "closed". Since most analyses

concerning forestry are "open", the following discussion will apply to the "open" model.
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Figure 5. Sample Input-Output Table 
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Figure 5 shows a distinction between consuming industries (also called intermediate 
demand industries) and final dem~, similarly between processing industries and primary 
inputs. When these distinctions are made the input-output model is t ermed "open". If the 
final demand and primary input sectors were included as producing and consuming industries 
along with other industries, the model liould be called "closed". Since most analyses 
concerning forestry are tlopenll, the following discussion will apply to the "open" model. 
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What sectors are included in an input-output table? Hoover (1971) has identified

five major, fundamental sectors:

(i) Intermediate - private business activities within the region;

(mm) Households - individuals and families residing or employed in the

region;

Government - public authorities both within and outside the region;

Outside World - non-government activities and individuals outside

the region;

Capital - the stock of private capital.

These sectors then form the rows and columns of an input-output table. Table 6 (adapted

from Hoover, 1971) provides a numerical illustration of a region's input-output table. As

can be seen, levels for total outputs equal the levels for total inputs. Where do the

forestry sectors fit? They would be included in the set of intermediate sectors. The

underlying data base will ultimately dictate the degree of detail possible Some input-

output studies are very aggregated such that all forestry activities are combined or even

subsumed (and consequently unidentifiable) in a general manufacturing sector. Alternatively,

some studies use data sufficiently detailed so as to distinguish between logging, sawmills

and other relevant forestry sectors.

Direct Coefficients Table - The second type of table generated in an input-output

analysis is a table of direct coefficients (sometimes called a direct requirements table,

technical coefficients table, or a table of input coefficients) - Table 7 is an example.

This table is derived directly from the Input-Output Table. Each element of Table 7 is
constructed by dividing each column entry of the Input-Output Table (Table 6) by the corres-

ponding column total. Let each element in Table 7 be represented as "a", then:

where the levels of X are determined by rows and columns of the Input-Output Table. Each

element of the Direct Coefficients Table corresponds to the minimum amount of input from

each producing sector (rows) in order to generate one unit of value (e.g. dollar) or output

in the purchasing sector (columns). In this example, Industry D requires 19 cents worth of

input from Industry A, 12 cents from Industry B, 27 cents from Industry C and 19 cents from
itself in order to generate $1.00 worth of output. Consequently, coefficients in each
column equal 1.0 when summed. The sum of the coefficients in each row has no economic
meaning.
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Table 6. SamlfLuIEEtzLEELEIL-12.2ile

PURCHASING SECTOR. S ___71

Intermediate Sector,

la_L112.ELIML

Final Demand Sectors
4

Households Government

(Consumer Goods (Sales to

Sales in R.tgLónI___Lyernment)

Outside

(Exporn)

Capital (Gross

private

investment

including

additions to

inventories

Output

TotalsA B C D

Intermediate A 300 400 100 500 1600 500 200 700 4300

processing B 50 200 1000 300 100 200 100 900 2850

sector, by C 1000 200 100 700 100 300 200 500 3100

industry: D 0 800 200 500 700 0 0 400 2600

Primary input

Su.slysectors

Households

(Labour Services) 1900 300 1000 400

Government

(Public Services) 200 100 200 100

Outside

(Imports) 200 300 300 0

Capital

(Capital consumption

and withdrawals from

inventories) 650 550 200 100

Input Totals 4300 2850 3100 2600

Table 6. Sample input-output table 

p U R 

Intermediate Sector, 
by Industry 

A B C D 

Intermediate A 300 400 100 500 
processing B 50 200 1000 300 
sector, by C 1000 200 100 700 
industry: D 0 800 200 500 

Primary input 
Suppl y sectors 

Households 
(Labour Services) 1900 300 1000 400 

Government 
(Public Servi ces) 200 100 200 100 

Outside 
(Imports) 200 300 300 0 

Capital 
(Capital consumption 
and withdrawals from 
inventories) 650 550 200 100 

Input Totals 4300 2850 3100 2600 

C H A 3 I N G S E C T 0 H S 
Fin a 1 Deman d Sec tor s 

Capital (Gross 
private 
investment 

Households Government including 
(Consumer Goods (Sales to Outside additions to 

Sales in ReilionJ_ Government) (Exports) Inventories 

1600 500 200 700 
100 200 100 900 
100 300 200 500 
700 0 0 400 

--

Output 
Totals 

4300 
2850 
3100 
2600 

'" --.J 
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Table 7. Sample Direct Coefficients Table

A Direct Coefficients Table can be immediately useful to the analyst of forestry

projects. Assume the listing below represents the direct coefficients of the sawmill sector.

Suppose the sawmill sector increased its sales of lumber outside the region by one million

dollars. In order to do this, it must increase purchases from the construction sector by

$600 (.0006 x $1 000 000), from the logging sector by $291 700, from the transportation

sector by $26 000, and so forth. The direct effect on other industry sectors can be thereby

determined. These direct effects get translated into employment and wages in these support

industries. Do the effects of increased lumber sales now stop with these industries? No.

In order to produce $291 700 of additional output, the logging sector must increase use of

its supply inputs. This generates another round of purchasing, which in turn generates

another round. The summation of all subsequent rounds of economic activity generated by

increased lumber sales is called "indirect effects".

Direct and Indirect Coefficients Table - The aggregate or total effect (direct and

indirect) of a change in final demand for an industry sector is shown in a table of direct

and indirect coefficients - alternatively called total requirements table, direct and

indirect requirements table, total direct and indirect effects table, inverse coefficients

table and the Leontief inverse table.

Processing Purchasing Sector

Sector A B C D

A .07 .14 .03 .19

B .01 .07 .32 .12

C .23 .07 .03 .27

D .00 .28 .07 .19

Primary Inputs .69 .44 .55 .23

Total 1.00 1.00 1.00 1.00

Producing

Sectors

Purchasing Sectors

Sawmills Others

Construction .0006 .4488
Logging .2917 .0000

Sawmills .0923 .0900

Transportation .0260 .4212

Primary Inputs .5894 .0400

Total 1.0000 1.0000
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Table 7. Sample Direct Coefficients Table 

Processing Purchasin~ Sector 
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dollars. In order to do this, it must increase purchases from the construction sector by 
$600 (.0006 x $1 000 000), from the logging sector by $291 700, from the transportation 
sector by $26 000, and so forth. The direct effect on other industry sectors can be thereby 
determined. These direct effects get translated into employment and wages in these support 
industries. Do the effects of increased lumber sales now stop with these industries? No. 
In order to produce $291 700 of additional output, the logging sector must increase use of 
its supply inputs. This generates another round of purchasing, which in turn generates 
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Construction .0006 .4488 
Logging .2917 .0000 
Sa>nnills .0923 .0900 
Transportation .0260 .4212 
Primary Inputs .5894 .0400 

Total 1.0000 1.0000 

Direct and Indirect Coefficients Table - The aggregate or total effect (direct and 
indirect) of a change in final demand for an industry sector is shown in a table of direct 
and indirect coefficients - alternatively called total requirements table, direct and 
indirect requirements table, total direct and indirect effects table, inverse coefficients 
table and the Leontief inverse table. 
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Given the information provided in a Direct Coefficients Table, the analyst could

conceivably calculate the effect of each additional round of spending discussed above, and

then total all such calculations. FOrtunately, this labourous task can be accomplished rauch

more simply by use of matrix algebra. Development and use of this technique is generally

attributed to Wassily W. Leontief. Information contained in the original Input-Output Table

and the Direct Coefficients Table are used to implement this procedure. Let "X" represent

the vector of total outputs and "Y'' represent the vector of final demands (summed) for the

processing sectors shown in an Input-Output Table. Let "A" represent the matrix of coefri-

cients for each processing sector shoun in a Direct Goefficient Table. Total output can

then be expressed in matrix notation as:

X AX + Y

The listing below shows these matrixes using the data provided in Tables 6 and 7:

In matrix notation, the vector of final demand (Y) can be expressed:

(I-A)X = Y

where I is an identity matrix. This system of numbers is shown in the listing below:

In the language of input-output analysis, the expression (I-A) is called the Leontief Matrix.

Elements of the Direct and Indirect Coefficients Table are defined by the elements
\-1of the Leontief Inverse Matrix, (I-A) This matrix is used to solve for total output:

( I-A )-1Y = X

r- --
4 300 .07 .14 .03 .19 4 300 3 000

2 850 .01 .07 .32 .12 2 850 1 300
3 100 .23 .07 .03 .27 3 100 1 100
2 600- - .00 .28 .07 .19 2 600 1 100

-

1 000 f767 .14 .03 .19
0 100 .01 .07 .32 .12

0 010 .23 .07 .03 .27

0 001
--.00

.28 .07 .19

4 307671

2 850

3100
2 600

3 000

1 300

1 100

1 100-- --

--I
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cients for each processing sector sho,,,, in a Direct Coefficient Table. Total output can 
then be expressed in matrix notation as: 

X= AX+Y 

The listing below shows these matrixes using the data provided in Tables 6 and 7: 
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In matrix notation, the vector of final demand (Y) can be expressed: 

(I-A)X = Y 

"rhere I is an identity matrix. This system of numbers is sho\om in the listing belm-I: 
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ill' 
.14 .03 

om [1 [OO~ o 100 .01 .07 .32 .12 2 850 1 300 
0010 • 23 .07 .03 • 3 100 
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In the language of input-output analysis, the expression (I-A) is called the Leontie f Matrix. 

Elements of the Direct and Indirect Coefficients Table are defined by the elements 
of the Leontief Inverse I'latrix, (I_A)-l. This matrix is used to solve for total output: 



Table 8 shows the results of this matrix inversion process for the data described and as

shown in Tables 6 and 7. Table entries, excluding totals, correspond to the Leontier Inverse

Matrix. Each entry in the table represents the total output, direct and indirect, required

from each of the processing sectors necessary for a one dollar increase in final demand of

the purchasing sector. The column total in the table represents the combined effect. This

total is called either the "total output multiplier", or the "final demand multiplier", or

the "business multiplier".

Table 8. Sample Direct and Indirect Coefficients Table

Using our earlier example of sawmills and lumber sales, the listing below illustrates the

direct and indirect coefficient for the sawmill sector.

Initial

Total Multiplier Effect = Economic

Change

Initial

Economic

Effect

($1 516 400) = ($1 000 000) + ($410 600)

If sales of lumber outside the region were to increase by one million dollars, changes in

the value of output in producing sectors associated with this would eventually amount ot

$1 200 in the construction sector, $358 700 in the logging sector, $1 119 800 in the sawmill

sector, and $36 700 in the transportation sector. Summing all, the total increase in output

value would be $1 516 400. One useful way of visualizing this change (Goldman and Nakazawa,

1974) is to disaggregate the total change into components:

Secondary

Economic

Effect

+ ($105 800)

Purchasing Purchasing Sector

Sector A B C D

A 1.12 .29 .16 .36
B .13 1.23 .44 .35
C .30 .28 1.17 .50
D .07 .45 .25 1.40

Total 1.62 2.25 2.02 2.61

Producing

Sector

Purchasing Sector

Sawmills Others

Construction .0012 1.095
Logging .3587 .000
Sawmills 1.1198 .250
Transportation .0367 .928

Total 1.5164 2.273

- 100 -
• 
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Using our earlier example of sawmills and lumber sales, the listing below illustrates the 
direct and indirect coefficient for the sawmill sector. 

Producing 
Sector 

Construction 
Logging 
Sawmills 
Transportation 

Total 

Purchasing Seotor 
Sawmills Others 

.0012 

.3587 
1.1198 

.0367 

1.5164 
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.000 
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.928 

2.273 

If sales of lumber outside the region were to increase by one million dollars, changes in 
the value of output in producing sectors associated with this would eventually amount ot 
$1 200 in the construction sector, $358 700 in the logging sector, $1 119 800 in the sawmill 
sector, and 836 700 in the transportation sector. Summing all, the total increase in output 
value would be Sl 516 400. One useful way of visualizing this change (Goldman and Nakazawa, 
1974) ,is to disaggregate the total change into components: 

Total Multiplier Effeot = 
Initial 
Economic 
Change 

• • (11 516 400) = (Sl 000 000) 

+ 
Initial 
Economic 
Effect 

+ ($410 600) 

+ 
Secondary 
Economio 
Effeot 

+ (1105 800) 
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Where: a) the initial change is due to the increased lumber sales; b) the initial economic

effect represents the proportion of additional internal inputs required by the sawmill sector

to satisfy the increased sa3es level (sum of direct coefficients between sawmill sector and

produoing sectors shown earlier (.4106- 1.0 - .5894) times the change in sales level); and

c) all subsequsnt adjustments in the economy needed to satisfy increases in the internal

purchases by the sawmill sector.

Waae arl_2122.mmulOLItopls In many instances, change may be more meaningfully

reflected in terma of employment, wages or earnings. The analyst may either modify original

matrix calculations or adopt a procedure that uses final demand multipliers (FDM) and some

additional information. A reasonably straightforward procedure has been recently outlined

(BEA, 1977).

Consider the change in wages or earnings first. Given an Input-Output Table (such

as Table 6), the analyat can quickly identify gross output (GO) for a specific 'industry.

Next, either wages or earnings for the industry being analyzed must be determined. Since

wage or payroll data are more commonly available from secondary data sources than . re earn-

ings data, the following focuses on wages. Simply calculate the wage/gross output ratio for

the industry in question (E-je W1/G0j). However, since the total gross output change applies

to all industries, Ej cannot be applied to the total change, This expression must be modi-

fied before change in total wages can be determined. The quantity "ej" must be calculated

as follews:

e. (1/FDM.)(E ) (1- 1/FDM )(E')
J

where FDMi is the final demand multiplier for industry j, Ei is as before, and E. is a

total wage/gross output ratio for the nation or region. Thé change in total wages can

then be ealoulated:

Total Wages (ATGO)eje LFDi(FDMi)(Ei)

where.AFD0 anisthe chge in final demand for the industry in ausetion. In this case, the

wage multiplier is:

WM3 - FDM1(E-)
J

The wage multiplier could then be used as was the FDM to assess the consequences of a

change in final demand. If earnings are used instead of wages, these data simply replace

wage data in all calculations.
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Using the final demand multiplier for the sawmill sector (j) developed earlier,

the following illustrates a wage multiplier calculation:

if FD/4.= 1.5164

if E.=wages/gross output = .239
3

if 000 E. = .3

then ... e. (1/1.5164).239 + (1 - 1/1.5164).3
= .260

then ... WM. = 1.5164 (.260)
. .394

if 00 0 AFDi = $1 000 000

then ... eages (1FDi)(WMi)

. 1 000 000 (.394)
' $394 000

Determination of employment change only requires knowledge of the employment level

and the level of total wages for the region. These, again, can be obtained from secondary

data sources. Calculate the ratio of total employment/total wages (TE/TW). The change in

employment is then calculated:

6 Employment = A Wages (TE/TW)

FOr example, using the past illustration:

if ... TOW' = .0001

then ... 6 Employment = $394 000 (.0001)
= 39.4

Forward and Backward Linkaraes: The most common way of using input-output analysis

is to evaluate changes in any economy that result from increased sales in final demand. For

example, the analyst might increase final demand for output of the sawmill sector and then

tract the inpacts this would have on other sectors as well as the economy in total. Because

this approach essentially worka backward from final demand in a specific sector back into

the economy, these economic impacts are called "backward-linked". It is particularly useful
in analyzing situations including product market or demand forces. However, another situa-

tion can exist: supply modification. Waggener (1972) illustrates this point:
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If we assume that the level of timber harvesting is reduced within

a particular community, our traditional analysis will trace the

consequences backward through the equipment supplier, the logging

contractor, the sale of gasoline to the logging truck drive, and

the related indirect consequences ... But is this the end?

There is certainly reason to believe that it is not. As you

know, those logs went someplace - perhaps to the mill on the

edge of town ... The change in timber supply in this case

spills "forward" into the primary producing sector ..., this

forward impact leads to substantially larger impacts than would

the backward effect considered above.

Economic impacts based on supply considerations are termed "forward-linked". Recognizing

the distinction between demand and supply constraints, Darr and Fight (1974) calculated a

backward-linked multiplier of 1.88 and a forward-linked multiplier of 7.53 for Forest

Service timber sale activities in Douglas County, Oregon.

There are two general approaches that can be used to determine forward-linked effects.

The first involves manipulation of the Input-Output Table (Hoover, 1971). Earlier, a table

of direct coefficients was calculated where each of the elements was defined:

aij = Xij/X'j

These could be termed "input coefficients" and were illustrated in Table 7. A similar

table must be constructed for the forward linkages by calculating a set of coefficients:

a*ij = Xij/Xi°

where each element of the Input-Output Table is divided by the row total. Using the data

provided earlier, Table 9 shows these forward or supply linked coefficients. Thie table

shows the distribution of output for each of the processing sectors, the distribution of

sales. Sales provided by the processing sectors provide the locally supplied inputs to the

purchasing sectors. Excluding the total and the coefficients found in the final demand

column, the elements of the Table of Forward-Linked Coefficients form a matrix (A*) similar

to the matrix described earlier (A). As was done before, the elements of the forward-linked

multipliers are constructed:

These elements are shown in Table 10. Again, as before, the horizontal sum of all coeffi-

cients is interpreted as the supply multiplier for a processing sector,
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Table 9, Sample Table of FOrward-Linked Coefficients

Table 10. Sample Table of Fbrward-Linked Multipliers

An alternative approach does not involve manipulation of any tables in the backward-

linksd approach to input-output (CSC, ca 1969; BEA, 1977). The first and fundamental step

is to determine the relationship between a change in output of the supply industry (process-

ing industry) and the associated change in final demand in that industry. This relationship

can be expressed:

LFDj = g1(1/Aij)

where AFDj is the change in final demand in industry; associated with a change in output of

industry i, gi is the output change of industry i, and Aij is as before. Given this level

of new export demand, the change in total gross output can be calculated as before:

LTGO = AFTj(FDMj)

Please note: if the change in supply (LXi) is expected to result in changes in final demand

for several sectors, this process should be extended to these sectors.

Processing

Sector

Purchasing Sector Final

Demand TotalA 1:1 C D

A .07 .09 .02 .12 .70 1.00

B .02 .07 .35 .11 .45 1.00

C .32 .06 .03 .23 .36 1.00
D .00 .31 .08 .19 c,42 1.00

Processing

Sector

Purchasing Sector

TotalA B C D

A 1.12 .24 .11 .22 1.69
B .02 1.53 .48 .32 2.35

C .41 .32 1.18 .42 2.32

D .12 .61 .11 1.40 2.24
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Table 9. Sample Table of Forward-Linked Coefficients 

Prooessing Purohasing Sector Final 
Sector A B C D Demand Total 

A .07 .09 .02 .12 .70 1.00 
B .02 .07 .35 .11 .45 1.00 
C .32 .06 .03 .23 .36 1.00 
D .00 .31 .08 .19 .42 1.00 

Table 10. Sample Table of Forward-Linked Multipliers 

Processing Purchasing Sector 
Sector A B C D Total 

A 1.12 .24 .11 .22 1.69 
B .02 1.53 .48 .32 2.35 
C .41 .32 1.18 .42 2.32 
D .12 .61 .11 1.40 2.24 

An alternative approach does not involve manipulation of any tables in the baokward­

linked approach to input-output (CSC, ca 1969; BEA, 1977). The first and fundamental step 
is to determine the relationship between a change in output of the supply industry (process­
ing industry) and the associated change in final demand in that industry. This relationship 
oan be expressed: 

where AFDj is the change in final demand in industry; associated with a change in output of 
industry i, AXi is the output change of industry i, and Aij is as before. Given this level 
of new export demand, the change in total gross output can be oalculated as before: 

ATGO = AFDj(FDMj) 

Please note: if the change in supply (~Xi) is expected to result in changes in final demand 
for several sectors, this process should be extended to these seotors. 
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Indirect Versus Induced Effeots: In the beginning of this discussion of inputoutput
analysis, a dietinction was made betweeu "open" and "closed" models. The distinction involved
treatment of the final demand sector. If thie sector were present, the model was termed

"open". In reality, the real iseue is the degree of openness. The basic problem involved

identification of sectors that are part of the producing economy (endogenous sectors) as

opposed to those outside the economy. (export or exogenous sectors). These decisions will

affect the entire analysis ard specifically the multipliers generated.

The nature of any multipliers developed in an inputoutput analysis depends on how

the analyst conetructs the flow of transactions between sectors the linkages. Treatment

of the household sector is pivotal, since it can be handled in different ways. One way is

to treat households only as primary suppliers of inputs and as demanders of final products

not part of the producing economya In this case, increases in economic activity are due

solely to successive rounds of interindustry traneactions oalled "indirect" or "linked

effects" (esa, ca 1969). Multipliers calculated under this convention are termed Type I.

Alternatively, if it seems more reasonable that increased economic activity leading to

increased homehold income will result in increased household expenditures within the region,

households should then be treated as part of the producing economy. Increases in economic

activity, in this case, are not only due to interindustry transactions of private business

(indirect effects), but also to households respending income called "induced effects".

Multipliers oalculated on the basis of indirect and induced effects are termed Type II.

Since Type II additionally includes induced effects, these multipliers must be larger than

Type I counterparts. When Type II multipliers are developed, the household sector is

simply included in all matrix calculations which would be expanded to the extent of one

row and one column.

Uses oftIREBI:22Iput Analyses: Most inputoutput studies available for use in

forestry emphasize large geographical areas, such as a state, provinoe or region of a

country. This geographical orientation may be inappropriately large. The analyst can

either use existing studies, ignore inputoutput as a tool, or build a more appropriate

model. Several inputoutput studies in forestry have been specifically designed for a

county or group of counties such as in New Mexico (Drake et al, 1973), Idaho (Herbst, 1972),
Minnesota (Hughes, 1970), California (Fowler, 1974). But because inputoutput is a very

expensive form of study, many analysts rely on existing data to develop models. All other

things being equal, the larger the geographical scope, the more expensive the study, and

hence the greater tendency to use existing data. TO illustrate, a mniticounty inputoutput
study in Idaho (Herbst, 1972) relied on an overall Idaho study (Rafsnider and Kanin, 1971a)

which in turn was based on an earlier national study (USDC, 1969). On the other hand, a

Minnesota study (Hughes, 1970) and a multicounty area study in Indiana (Reimer, 1969)
involved collection of primary data. In local economic impact analysis the most useful

type of inputoutput study would probably encompass a one to threecounty area for which

data were specifically collected.

While use of existing data helps to avoid the expense of collecting primary data,

another problem surfaces: the technical coefficients found in an inputoutput study per-

taining to a large geographical area may be inappropriate for internal areas. The assump-

tions necessary to apply broad studies to small areas may be prohibitive. Generally, the

assumption that the sane pattern of linkages that exists for the larger area applies to the
smaller one is dubious. Coefficients from the large area must, therefore be transforme'.

or otherwise made applicable to the smaller area. The problems and prospects of making

needed transformations have been diacussed elsewhere (Youmans and Stcevener, ea 197-
Rafsnider ard, Kunin, 1971a).
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Input-output studies in forestry have been developed for two distinct purposes:

a) to primarily develop a set of multipliers and b) to analyze the net consequences of a

specified real change in an economy. These need not be mutually exclusive. The problem

faced by most analysts is that existing studies may not be perfectly applicable to the

situation being analyzed. What can be done? The data in an Input-Output Table certainly

cannot be used because they are applicable only to a different specific situation. But the

linkages between industry sectors shown in the other tables may be useful, to the extent

that economies are similar. If two economies are similar, their coefficients would also be

similar. Multipliers may also be similar. For example, two studies found an income multi-

plier of about 1.7 for the sawmill and planning mill sector of Idaho (Rafsnider and Kunin,

1971b) and the South (Kaiser and Dutrow, 1971). The difficulty faced by analysts attempting

to use previous studies is that detail and computational capabilities available to the

original authors may not be available to the analysts. Published multipliers may be the

only usable information.

Discussion of input-output analysis will be concluded with a final remark and an

example (Table 11) of applying backward linkages to a forestry project. The comment first.

Most input-output analyses begin with an initial change in supply or final demand. They

end with a measurement of aggregate change either in terms of total gross output, wages or

earnings, or employment. The analysis that stops at this point is ignoring a major advan-

tage of input-output analysis. For not only should the analyst be concerned with primary

and aggregate impacts, but also with the distribution of these impacts as well. The

analysis should disaggregate the aggregate impacts back to the industry sectors from which

they came. If employment is to increase by 100, identify the industry sectors which will

comprise this change - 50 in the forest products industry, 30 in the construction industry,

and so forth. Data available in various tables will allow this to be done. And finally,

even if the analyst does not have the computing capability to determine the direct coeffi-

cient or to invert a matrix, the original Input-Output Table at least describes a pattern

of industry linkage. At minimum, this information can be used to identify and describe

sectors likely to be affected by a forestry project.
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a) to primarily develop a set of multipliers and b) to analyze the net consequenoes of a 
specified real change in an economy. These need not be mutually exclusive. The problem 
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plier of about 1.7 for the sawmill and planning mill sector of Idaho (Rafsnider and Kunin, 
1971b) and the South (Kaiser and Dutrow, 1971). The difficulty faced by analysts attempting 
to use previous studies is that detail and computational oapabilities available to the 
original authors may not be available to the analysts. Published multipliers may be the 
only usable information. 

Disoussion of input-output analysis will be concluded with a final remark and an 
example (Table 11) of applying backward linkages to a forestry project. The comment first. 
Most input-output analyses begin with an initial change in supply or final demand. They 
end with a measurement of aggregate ohange either in terms of total gross output, wages or 
earnings, or employment. The analysis that stops at this point is ignoring a major advan­
tage of input-output analysis. For not only should the analyst be concerned with primary 
and aggregate impacts, but also with the distribution of these impacts as well. The 
analysis should disaggregate the aggregate impacts back to the industry sectors from which 
they came. If employment is to increase by 100, identify the industry seotors which will 
comprise this change - 50 in the · forest products industry, 30 in the construction industry, 
and so forth. Data available in various tables will allow this to be done. And finally, 
even if the analyst does not have the computing capability to determine the direct coeffi­
cient or to invert a matriX, the original Input-Output Table at least describes a pattern 
of industry linkage. At minimum, this information can be used to identify and describe 
sectors likely to be affected by a forestry projeot. 
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Table 11. Example: Ça,c_U.onofaggreateimtsithbackwantlinked input-output.
multipliers

Backward Linkage Effects

$ 10,000 change in value of output of the Forest Products Sector ( II) exported

from the region

ATGO = change in total gross output of all industries due to change in demand

for exported output of industry j

LTE = change in total earnings in the region due to change in demand for

exported output of industry j

LDEi = change in demand for exported output of industry j

Mj = regional multiplier for industry j

ej = factor for converting a change in gross output to a change in earnings

ah. = household coefficient for industry j, representing sales of households

(labour) to industry j

E. = national earnings/gross output ratio - .3008

Given: ppEi = 10,000

E. = .3008

From Figure 2: Mi = 1.556

a. .0890hj

Change in total gross output:ATGO =ADE (Mi)

= 10,000(1.556)
. 15,560

Change in earnings: Step 1 - ej = (1/Mi) (ahj) + (1-1/Mj) (E.)

(1/1.556)(.0890) + (1-1/1.556)(.3008)

= .0572 + .1075

. .1647

Step 2 -ATE = ATGO(ej)

. 15,560(.1647)

. 2562.48

Change in total employment:

f = regional employment/earnings ratio

ATM = change in total employment in the region due to change in demand

for the exported output of industry j

Step 1 - f = total employment in the region

total earnings in the region

= 520,800/3,744,900,000

= .00014

Step 2 -ATM = AlTE(f)

= 2662.48(.00014)

= .36
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5. IMPACM ON INDIVIDUAL WELFARE

The second major component of the distributional consequence model being developed

involves assessments of likely adjustments in the economic welfare of individuals living

in the local area. Basically, these assessments involve measurements on the "quality of

economic life" as opposed to the "quantity of economic life". The concept of economic

welfare has and continues to successfully evade economic theoreticians. The following,

therefore, is not to be interpreted as a comprehensive and cohesive treatment of individual

welfare. Rather, the impact indicators recommended were selected on the basis of their

presumed relevancy and feasibility to be measured. Much of the information needed to

measure these indicators comes from the earlier discussion of aggregate changes in economic

activity. Three indicators are reoommended. Adjustments in unemployment rates will be

considered first.

5.1 Unemployment Rates

Unemployment rate refers to the percentage of the total labour force that is unem-

ployed, as determined by some standard or definition. A distinction is normally made

between unemployed individuals actively seeking employment and those not actively seeking

employment. Unemployment rates usually refer only to those actively seeking employment.

Note also, the magnitude of this rate is a function of the definition of the labour force.

This definition often refers to the concept of "covered workers" discussed earlier and

some age limitation for example, individuals older than sixteen years of age. This indi-

cator should be viewed as an aggregate measure of individual welfare, reflecting the ability

of people to find and secure gainful employment.

The analyst should interpret changes in unemployment rates in a national or regional,

as well as local, context. Maintaining proper perspective is important. Consider an

expected unemployment rate increase for a local area. A depressed national or regional

economy may stimulate further increases in this rate while national or regional expansion

may serve to mitigate or offset any negative effects. What about the trend toward increas-

ing the number of females and multiple job holders in the labour force? The analyst

concerned with "heads of household" might temper unemployment rate assessments. The point

is that both the composition and context of unemployment are important and need to be

defined in each case.

It is difficult to assess, a priori, whether a forestry project will give rise to a

net increase or decrease in unemployment in a locality. For example, it is not altogether

clear that an increase in timber harvest will result in a net decrease in unemployment.

One aspect of this involves the issue of industrial capacity. Briefly, if the forest

products industry has excess capacity underutilization of existing labour and capital

resources more timber to be processed may not give rise to any change in employment

and hence have no effect on unemployment rates. Another aspect of this issue involves

the notion that industries may be thought of as being complementary or substitute, rela-

tive to labour market activity. A positive (or negative) impact on the forestbased

industry would have a parallel impact on a complementary industry. The impact would be

reverse in the case of substitute industries; a loss for one is a gain for the other.

Examples of substitute industries might include sawmills versus plywood mills while com-

plementary industries might be sawmills and transportation. The net effect on unemploy-

ment rates is a function of the mix of these industries in a local area. This point is
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illustrated in the listing below (Rafsnider and Kunin, 1971b). Changes in employment levels

result from changes in timber harvest. The exact amount of change and the specific industrial

seotore indicated are not important. What is important is that while a decrease in timber

harvest activity will have a negative impact on the Forestry and Fishery Products sector,

tending to increase unemployment ratos, it has a positive effect on the other sectors. Simi-
larly, while the net impact of the harvest increase was +5.95 person-years, it could have

been negative, depending on linicages between industries.

Forestry Forestry
Sector Decrease Increase

Forest and Fishery Products -1.78961 7.15122

Agricultural, Fbrestry

and Fishery-Services .08546 - .34042
Forest, Greenhouse and.

Nursery Products .01673 - .06472

Meat, Animal and Mico.

Livestock Products .20049 - .79595

Total -1.48690 5.95013

Any assessment of the ohange in unemployment rate must begin with measurement of

employment impacts. Assuming the analyst has information on the labour force and unemplope

ment levels in the local area, the net change in the area's employment cou2d then be used

to estimate the new unemployment rate. This procedure, of course, requires the assumption

that new employment opportunities would be filled by the existing unemployed labour force,

There are problems with this assumption, including the possibility that "full employment"

already exists.

The opposite situation, that of an employment decrease, poses a different problem.

That assumption should be made relative to where displaced workers will eventually go?

Consider the case where discouraging unemployment rates were already projected for an area -

Douglas County, Oregon, in this example (Schuster, 1976b). How would a changed level of

employment affect these ratee? The answer depends on what happens to the displaced workers.

For example, assume that a forestry project would decrease employment by 71 employees in

1970 and 32 in 1976. The listing below shows that if the displaced workers cannot find

employment in Douglas County, two choices exist: remain unemployed or leave the county.

As shown, in either situation, little change in unemployment rate could be expected. The

modest consequences in 1976 result from the high unemployment rate already projected for

Douglas County and from overall technological advance - fewer timber industry workers per

unit of timber processed.

1970 1976
Characteristic Stay Leave Stay Leave

Labour force (without) 28 860 28 860 29 670 29 670

Unemployed 2 290 2 290 5 230 5 230

... Rate 79% 79% 17.6% 17,6%
Unemployed change 71 71 32 32

Labour force (with) 28 860 28 789 29670 29 638
Unemployed 2 361 2 290 5 262 5 230

... Rate 8.2% 7.9% 17.1% 17.6%

Change in rate 3.8% 0.0% 0.6% 0.0%

- 109 -

illustrated in the listll~ belcw (Rafsnider and Kunin, 1911b). Changes in employment levels 
result from changes in timber harvest. 'i'be exact amount of change and the specific industrial 
sectors indicat ed are not important. What is important is t~~t while a decrease in timber 
harvest activity will have B negative impact on the FOrestry and Fishery Products sector, 
tending to increase a~emploj~ent rates, it has a positive effect on the other sectors. Simi­
larly, while the net impact of the harvest increase was +5.95 person-years, it could have 
been negative, depending on linkages between industries. 

Forestr y FOrestry 
Sector Decrease Increase 

Forest and Fishery Products -1.78961 7.15122 

Agricultural, FOrestry 
and Fishery Servioes .08546 - .34042 

FOrest, Greenhouse and 
Nursery Products .01673 - .06472 

Meat, Animal and Misc. 
Livestock Products .20049 - .79595 

Total -1.48690 5.95°13 

Any assessment of the change in unemployment rate must begin with measurement of 
employment impacts. Assuming the analyst has information on the labour force and unemploy­
ment levels in the local area, the net change in the area's employment could then be used 
to estimate the new unemployment rate. This procedure, of course, requires the assumption 
that new employment opportunities would be filled by the existing unemployed labour force. 
There are problems with this assumption, incluiing the possibility that "full employment" 
already exists. 

The opposite situation, that of an employment decrease, poses a different problem. 
1'1hat assumption should be made relative to where displaced workers will eventually go? 
Consider the case where discouraging unemployment rates were already projected for an area -
Douglas County, Oregon, in this example (Schuster, 1976b). HO>l would a changed level of 
employment affect these rates? The answer depends on what happens to the displaced workers. 
For example, assume that a forestry project would decrease employment by 71 employees in 
1910 and 32 in 1916. The listing below shows that if the displaced workers cannot find 
employment in Douglas County, t>lO choi ces exist: remain unemployed or leave the county. 
As shown, in either situation, little change in unemployment rate could be expected. The 
modest consequences in 1976 result from the high unemployment rate already projected for 
Douglas County and from overall teohnological advance - fewer timber industry workers per 
unit of timber processed. 

1910 1976 
Characteristic Stay ~ Stay ~ 
Labour foroe (without) 28 860 28 860 29 670 29 670 
Unemployed 2290 2290 5 230 5 230 
••• Rate 7.9% 7.9% 17.6% 17. 6% 
Unemployed ohange 71 71 32 32 
Labour force (with) 28 860 28 789 29670 29 638 
Unemployed 2 361 2290 5 262 5 230 
••• Rate 8.2% 7.9% 17.1% 17.6% 
Change in rate 3.8% 0.0% 0.6% 0.0% 
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Analysis of the effects of forestry projects on unemployment rates usually stops at

this point - with calculations of an expected unemployment rate. But should it? Again,

the loss of employment opportunity is particularly troublesome. Put in its simplest form,

the question is: What happens to forest industry workers when they are Permanently dis-

placed from a current job through production cutbackn or plant/operation closure? Schuster

(1976a) has argued that what happens to displaced workers can be conoeptually linked to

adaptability and mobility. Adaptability is the key. The ability of displaced workers to

find employment is but one aspect or measure of their overall adaption to a new environment -

this can be termed employment adaptability. What determines the employment adaptability of

an individual worker? Probably three thingn: the worker's relevancy, flexibility and

circumstance.

Relevancy refers to the technical or machine aspects of the

worker in terms of job performance. The worker is a part in

a machine, a factor in a production process. Focus is on

the quality and interchangeability of this part, its age and

efficiency.

Flexibility refers to the sociopsychological makeup of the

worker that gives rise to an inherent propensity toward

employment mobility. Mobility can take the form of both

geographical and occupational or industrial mobility.

Circumstance refers to the overall socioeconomic environment

within which the worker must function. The worker's economic

independence, family status and expectations regarding the

future are important aspects of the decision context.

Clearly, this model is incomplete and lacks specificity. For example, it is obvious that

an interaction term is needed - as circumstance changes, propensity toward mobility may

follow. But it is fruitful to separate these elements; conceptually each can have an

independent effect on adaptability.

Very little empirical evidence can be presented to indicate the adaptability of forest

industry workers to job displacement - a substantial empirical literatsre does not exist.

Mush work needs to be done. However, one of the best single sources of data on this point

is the work being done by Stevens (1976) on displaced workers. The studied workers that

were displaced by mill closure were generally either reemployed or not looking for work.

Figure 6 shows the pattern of employment adaptation for workers associated with three mill

closures. At the time of data collection, about 81 percent of those looking for work were
rehired; 89 percent stayed in the community; and 35 percent of the reemployed left the

forest industry. These adjustments in employment took time. Workers at several mills

studied average 10-15 weekn of unemployment. At one mill almost half of the workers were
immediately reemployed by other mills. Please note, these conclusions are not being pre-

sented as universally applicable results. Rather, they are intended to illustrate that

initial calculations on unemployment rates need to be further analyzed. Otherwise, the

analynt may leave the decision-maker with a false impression of unemployment impacts.
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Figure 6. Adaption to olosures by sample of 72 workers, Oregon. 
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tuted the permanent, non-mobile labour force - older, less educated, averaging over thirteen 
years employment with the forest industry. By contrBl't, the peripheral labour force is 
highly mobile and workers averaged only slightly more than two years of employment. Gallaway 
(1967) makes substantially the same point regarding hired agricultural workers; after the 
forty-year age class, out-migration stops and, in fact, a low level of in-migration was found. 
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The upshot of the dual labour force is that:

The burden of labour force reductions will be borne by the peripheral

labour force which will likely face reduced job prospects because of

the history of changing jobs.

The core labour force is relatively secure and the seniority of this

group will enhance reemployment prospects in the forest industry.

One reasonable conclusion is that stratification of the forest industry labour force into

"core" and "peripheral" workers is a sensible way to reduce variation and increase impact

assessment capabilities.

A related problem ooncerns the scope of research presently available on employment

adaptability. This research is largely limited to normal fluctuations in the economy of

the forest industry. The existing information base would, therefore, allow speculation on

consequences of modest changes in forest industry employment. But many are troubled by the

prospects of major work force reductions which may lie in the future and would certainly

affect the "core" in addition to just the "peripheral" labour force. While seniority would

make them more adaptable, age, education and other characteristics would tend toward unadapt-

ability. If the employment impact were to cover a region say the Pacific Northwest the

picture gets bleak for these are workers characterized by nonmobility. The point is that

the data base simply will not support a credible assessment of massive employment impacts.

5.2 Average Wage Rates

Changes in average wage rates prevailing in a local area is another indicator recom-

mended to assess individual welfare impacts. These impacts become somewhat difficult to

measure because of problems in determining overall wage rates in the future. Wage rates

can be expressed either on an hourly or annual basis. As before, data needed to make these

determinations come largely from evaluations of aggregate changes in economic activity.

Determination of wage change has already been discussed. But remember, any particular

change in aggregate wages need not be associated with an analogous change in wage rates.

The average wage rate that will prevail in a local area after a project is implemented will

depend on: a) the way employment gets restructured in industries and b) the prevailing

wage rates in those industries. Assume, for example, that a management activity change

elicits no net change in employment, but internal adjustments occur. If these adjustments

are in favour of highpaying industries, the area's average wage rate will likely go up.

If the adjustments are in the opposite direction, the converse will be true. The analyst

should make an effort to identify these shifts. If a quantitative assessment of shifts is

impossible, a qualitative judgement of probable consequences should be made.

The differential effect on wage rates resulting from a shift of employment from one

industry to another was recently illuminated by Polzin and Schweitzer (1975) although for

quite a different purpose. They were evaluating the economic importance of the tourism

industry versus the wood products industry in Montana. Their data indicated that while

annual wages and salaries in the wood products industry averaged about $8 300 in 1971,
wages and salaries in the tourism industry generally averaged less than half that amount.

Given that relationship, any employment shift from the highpaying industry to the lower-

paying industry will result in a lowering of average wage rates.
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impossible, a qualitative judgement of probable oonsequences should be made. 

The differential effeot on wage rates resulting from a shift of employment from one 
industry to another was recently illuminated by Polzin and Schweitzer (1975) - although for 
~uite a different purpose. They were evaluating the economic importance of the tourism 
industry versus the wood products industry in Montana. Their data indicated that while 
annual wages and salaries in the wood products industry averaged about S8 300 in 1971, 
wages and salaries in the tourism industry generally averaged less than half that amount. 
Given that relationship, any employment shift from the high-paying industry to the lower­
paying industry will result in a lowering of average wage rates. 



- 113 -

Ability of the analyst to accurately measure a change in average wage rats is almost
exclusively a function of the data base used. Two situatione may exist. On the one hand,
the analyst may base assessments on aggregate change and aggregate data. Aesume that total

wages in an area were $101 160 000 without initiation of a forestry project, and $100 649 122

with the forestry project. The listing below shows that if the "without" average wage rate

were used to determine the "with" employment level, no change in average wage rate can be

identified.

With

$100 649 122

15 963
$6 305

The reason for this is that only aggregate changes were involved. That is, workers left

the employed labour force at "average" wage rates. Unless the chance in employment is
associated with differentials in wage rates, no change in average wage rate will be detected.

This result will occur when either economic base or input-output analysis uses proportional

or linear relationships to assess wage and employment impacts.

However, chnnges in wage rates can be detected if the analyst can segregate wage or

employment changes into industrial categories. Consider the data in the listing below.

The "with" column of wages was calculated on the basis of the "without" wage rates together

with the "with" distribution of employment. Obviously, any employment shift toward the

higher paying industries is shown, resulting in a four percent average wage rate inorease.

Does the analyst need to use the "without" wage Tates as a basis to determine the "with"?

No. The "with" rates may be projected on the basis of time series data. Indeed, to use

the "without" wage rates requiree the major assumption of stable wage relationships.

Without With
Industry Wage Rate f8212Ymn1 1202 .110-12212

(million)

The analyst should make every effort to ensure that average wage rate determinations

are as realistic as possible. All other things equal? changes in these rates will affect

the amount of purchasing power available to individuals in the area. The discussion above

was couched in terms of average annual wages. As before, earnings could be used instead of

wages. Similarly, other measures could be used. For example, the analyst may rather con-

vert income levels to a 22E capita basis or income per household. Final decisions should

consider the information needs of the decision-maker.

Forest Industry $ 8 000 40 000 $ 320 $ 8 000

Other 01 6 000 35 000 210 6 000

Other #2 10 000 25 000 _222 10 000

Composite S 7 500 100 000 $ 700 $ 7 800

Characteristic Without

000

045
305

Payroll

Employment

Average Wage Rate

$101 160

16

$6

- 113 -

Ability of the analyst to acourately measure a change in average wage rate is almost 
exclusively a function of the data. base used . Two situations may exist. On the one hand, 
the analyst may base assessments on aggregate change and aggregate data. ABsume that total 
wages in an area were SlOl 160 000 without initiation of a forestry project, and Sloo 649 122 
with the forestry project . The listing below shows that if the "without" average wage rate 
were used to determine the "wi thU employment level, no ohange in average wage rate oan be 
identified. 

Characteristic 

Payroll 
Employment 
Average Wage Rate 

Without 

SlOl 160 000 
16 045 
$6 305 

~ 
$100 649 122 

15 963 
$6 305 

The reason for this is that only aggregate ohanges were invo Ived. That is, workers left 
the employed labour foroe at "average" wage rates. Unless the change in employment is 
associated with differentials in wage rates, no change in average wage rate will be detected. 
This result will occur when either eoonomio base or input-output analysis uses proportional 
or linear relationships to assess wage and employment impacts. 

However, changes in wage rates oan be detected if the analyst can segregate wage or 
employment ohanges into industrial oategories. Consider the data in the listing below. 
The "with" column of wages was oaloulated on the basis of the "without" wage rates together 
with the "with" distribution of employment. Obviously, any employment ehift toward the 
higher paying industries is shown, resulting in a four percent average wage rate inorease. 
Does the analyst need to use the "without" wage rates as a basis to determine the "with"? 
No . The "with" rates may be projeoted on the basis of time series data. Indeed , to use 
the "without" wage rates requires the major assumption of stable wage relationships. 

Without With 
Industry W!!£i:e Rate Eml!lo~ent W!!£i:es W!!£i:e Rate 

(million) 

Forest Industry $ 8000 40000 S 320 S 8000 
Other #1 6000 35 000 210 6000 
other #2 10 000 2:2 000 .222 10 000 

Composite $ 7 500 100 000 $ 700 S 7 800 

The analyst should make every effort to ensure that average wage rate determinations 
are as realistic as possible. All other thinge equal, changes in these rates will affect 
the amount of purchasing power available to individuals in the area. The disoussion above 
was couched in terms of average annual wages. As before, earnings oould be used instead of 
wages. Similarly, other measures could be used. For example, the analyst .... y rather con­
vert income levels to a I!er cal!ita basis or income per household. Final decisions should 
consider the information needs of the decision-maker. 
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5.3 Income Re-distribution

Change in income distribution is the final indicator of individual welfare that will

be considered. There are several ways this issue could be addressed (laggener, 1976a).

One is to describe the types of workers and individuals in terms of social characteristics

and industrial affiliations. There tend to be "winners" and "losers" as a result of a new

project; income is being re-distributed in favour of some and away from others. It may be

valuable for a decision-maker to know if an already disadvantaged segment of the local area

will be aided or further disadvantagea. These types of evaluations may have to be qualita-

tive and subjective. Research is currently underway to improve knowledge in these areas

(Stevens, 1975; YoungDay, 1975).

Input-output analyses can also be used to identify distributional effects in a manner

less analytical than discussed earlier. Sectors of the economy most likely to be involved

in a change in aggregate economic activity can be identified. Any of the tables resulting

from an input-output study could be used, depending on the analyst's purpose. Consider the

case of the Input-Output Table; it shows dollar flows from producing to consuming sectors,

and vice versa. The listing below shows the pattern of sales and expenditures for sawmills

in Sullivan County, Pennsylvania (Gamble, 1967). Changes in the sawmill industry would have

initial or first-round repercussions for those sectors shown, probably related to the magni-

tude of the percentages. If knowledge of subsequent repercussions were desired, the table

On the other hand, an operational input-output analysis can be used to actually
measure certain types of distributional effects. The Consulting Services Corporation
(ca 1969) conducted several evaluations for the Public Land Law Review Commission. One

case study involved predicting the impact on employment that would result from a 50 percent

increase in carrying capacity of range lands on the upper main stem of the Colorado River
by 1980:

of inverse coefficients would be more useful. Using input-output analysis in this manner

is particularly helpful when the analyst has tables available but lacks the facilities (e.g.

computer capability) to evaluate the specific project change in question.

Sector Purchases Sales

Agriculture 0.8 0.4

Sawmills 4.7 4.7
Construction 0.0 0.7

Gas stations 1.6 0.0

Non-profit personal services 3.3 0.0

State A 7.6 0.0

Labour 21.7 0.0

Proprietary income 24.5 0.0
Other internal 3.3 0.1

External to county 32.5 94.0

100.0 100.0
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5.3 Inoome Re-distribution 

Change in income distribution is the final indioator of individual welfare that will 
be considered. There are several ways this issue could be addressed (Waggener, 1976a). 
One is to desoribe the types of workers and individuals in terms of social characteristics 
and industrial affiliations. There tend to be "wirmers" and. "losers" as a result of a new 
project; inoome is being re-distributed in favour of some and away from others. It may be 
val uable for a decision-maker to know if an already disadvantaged segment of the local area 
will be aided or further disadvantaged. . These types of evaluations may have to be quali ta­
tive and subjective. Research is currently underway to improve knowledge in these areas 
(Stevens, 1975; YoungDay, 1975). 

Input-output analyses can also be used to identify distributional effects in a manner 
less analytical than disoussed earlier. Sectors of the economy most likely to be involved 
in a change in aggregate economic activity can be identified. Any of the tables resulting 
from an input-output study oould be used, depending on the analyst's purpose. Consider the 
case of the Input-Output Table; it shows dollar flows from producing to consuming sectors, 
and vice versa. The listing below shows the pattern of sales and expenditures for sawmills 
in Sulli~unty, Pennsylvania (Gamble, 1967). Changes in the sawmill industry would have 
initial or first-round repercussions for those sectors shown, probably related to the magni­
tude of the percentages. If knowledge of subsequent repercussions were desired, the table 
of inverse coefficients would be more useful. Using input-output analysis in this manner 
is particularly helpful when the analyst has tables available but lacks the facilities (e.g. 
computer capability) to evaluate the specific project change in question. 

% % 
Seotor Purchases Sales 

Agrioulture 0.8 0.4 
Sawmills 4.7 4.7 
Construction 0.0 0.7 
Gas stations 1.6 0.0 
Non-profit personal services 3.3 0.0 
State A 7.6 0.0 
Labour 21.7 0.0 
Proprietary income 24.5 0.0 
Other internal 3.3 0.1 
External to county 32.5 94.0 

100.0 100.0 

On the other hand, an operational input-output analysis Can be used to actually 
measure certain types of distributional effects. The Consulting Services Corporation 
(ca 1969) conducted several evaluations for the Public Land Law Review Commission. One 
case study involved predicting the impact on employment that would result from a 50 percent 
increase in carrying capacity of range lands on the upper main stem of the Colorado River 
by 1980: 



Relatively worse-off

Relatively better-off

- 115 -

While persons in the range livestock and household sectors would be the prime beneficiaries

of this policy change, those in the dairy together with food and field crops sectors would

be disadvantaged. But again, to maks these distributional assessments the analyst must

have computational capability that is often not available.

Input-output analysis can be used in a slightly different way. Darr and Fight (1973)

computed an index of dependency for each sector relativo to all forest-oriented sectors.

This index was based on both direct and indirect effects. The listing below shows the five

most significant non-government sectors expected to be made relatively worse-off and rela-

tively better-off. While no sector is expected to be made absolutely better-off, sectors

with the smallest negative impact are, in a relative sense, better-off. On balance, income

will be redistributed in favour of visitors, horticulture and livestock interests and away

from the timber-using industries, households, and automotive sales and services interests.

Sectors

Household
Automotive sales and services
Finanoial servio es

Retail and wholesale trade

Construction

Visitors

Horticulture

Livestock

Other manufacturing

Commercial fishing

Another less personal iadicator of income distribution involves a measure of income

inequality among classes. Conventionally, this means applying the concept of a Lorenz
Curve to the problem of quantifying income equality. Figure 7 illustrates these curves

for selected Montana counties and for the state as a whole in 1970. Data are normally

available in the Census of Population to define a curve for a local area at some point in

time. The analyst must estimate a new curve to determine the effect of a change in manage-

ment activity on inoome equality. This may, again, be a subjective assessment, No

systematic prooedure is known that would facilitate this effort,

Employment

Change

% Output

Change

Range livestock 1 692 32.01

Dairy -51 -32.69

Food & field crops -121 -30.75

Other retail 97 0,61

Rentals & finance 32 1,33

Household 116 -

Other 151 -

Total 1 916 1.25

Range livestock 
Dairy 
FOod & field crops 
other retail 
Rentals & finance 
Household 
other 

Total 
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Employment 
Change 

1 692 
-51 

-121 
97 
32 

116 
151 

1 916 

% Output 
Change 

32.01 
-32.69 
-30.75 

0.61 
1.33 

1.25 

While perscns in the range livestock and household sectors would be the prime beneficiaries 
of this policy ohange, those in the dairy together with fcod and field crops sectors would 
be disadvantaged. But again, to make these distribtttional assessments the analyst must 
have computational capability that is often nct available. 

Input-output analysis can be used in a s lightly different way. Darr and Fight (1973) 
ccmputed an index of dependency for each sector relative to all forest-oriented sectors. 
This index was based on both direct and indirect effects. The listing below shows the five 
most significant non-government seotors expeoted to be made relatively worse-off and rela­
tively better-off. While no sector is expected to be made absolutely better-off, sectors 
with the smallest negative impact are, in a relative sense, better-off. On belance, income 
will be redistributed in favour of visi tcrs, hcrticul ture and livestcck interests and away 
from the timber-using industries, households, and atttomotive sales and servioes interests. 

Relatively worse-off 

Relatively better-off 

Sectors 

Household 
Atttomotive sales and servioes 
Financial services 
Retail and wholesale trade 
Construction 

Visitors 
Hortioulture 
Livestock 
other manufacturing 
Commeroial fishing 

Another less personal indioator of inoome distribtttion involves a measure of inoome 
inequality among classes. Conventionally, this means applying the oonoept of a Lorenz 
Curve to the problem of quantifying income equality. Figure 7 illustrates these curves 
for seleoted Montana oounties and for the state as a whole in 1970. Data are normally 
available in the Census of Population to define a ourve for a local area at some point in 
time. The analyst must estimate a new ourve to determine the effeot of a change in manage­
ment activity on inoome equality. This may, again, be a subjective assessment. No 
systematio prooedure is known that would facilitate this effcrt. 
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However, it may be useful to indica-te the general direction of such an analysis.
The data below (USDC, 1973) show the change in income distribution resulting from 80 workers
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Figure 7 - Graph of cumulative income distribution

OMad son

Curve of absolute inequality

being displaced:

Income

Class

Before Change After Change
Fhmilies % M Families

<$1 000 523 2.8 2.8 603 3.2
1-1 999
2-2 999

786
916

4.1
4.8

6.9
11.7

3-3 999 902 4.7 16.4
4-4 999 915 4.8 21.2
5-5 999 1 191 6.3 27.5
6-6 999 1 400 7.4 34.9 1 364 7.2
7-7 999 1 788 9.4 44.3 1 744 9.2
8-8 999 1 623 8.5 52.8
9-9 999 1 499 7.9 60.7

10-11 999 2 496 13.1 73.8
12-14 999 2 359 12.4 86.2
15-24 999 2 146 11.3 97.5
25-49 999 435 2.3 99.8
50 000+ 38 0.2 100.0

Total 19 017 19 017

0 .0
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Figure 7 - Graph of cumulative income distribution 
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Source: U.S. Forest Service, 1974 

How .... er, it may be useful to indioate the general direction of such an IlDAlysis. 
The data below (USDC, 1973) show the ohange in income distribution resulting fro .. 80 workers 
being displaced: 

Inoome Before Cbgnp:e After Cba.np:e 
Class ,Families -L L Families -L £.. 

<$1000 523 2. 8 2.8 603 3.2 
1-1 999 786 4.1 6.9 
2-2 999 916 4.8 11.7 
3-3 999 902 4.7 16.4 
4-4 999 915 4.8 21. 2 
5-5 999 1 191 6.3 27. 5 
6-6 999 1400 7.4 34.9 1364 7. 2 
7-7 '999 1 788 9.4 44.3 1744 9.2 
8-8 999 1 623 8. 5 52. 8 
~9 999 1 499 7. 9 60. 7 

10-U 999 2 496 13. 1 73.8 
12-14 999 2 359 12. 4 86.2 
15-24 999 2 146 11.3 97.5 
25-49 999 435 2. 3 99. 8 
50 000+- 38 0.2 100.0 

Total 19017 19 017 
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FortyLeform workers were displaced from the timber-ueing industry where average incomes lie
in the t7 000 to 87 999 class, while the remainiag 36 workers were withdrawn at county

average wage levels (UBDC, 1971). Only the sectors ohaaged are shown. A major aesumption
is that each employee represents one family unit. These data could be plotted on a graph

such as Figure 7 shown earlier. It is clear that if these data were caloulated and plottedf

the new curve would show less income equality. While this change is admittedly slight (due

to the specifics of this problem), the principle is more general and warrants oonsideratione

6. IMPACTS ON ECONOMIC EQUILIBRIUM

Introduction of a new forestry project or activity may have an impact on economic

equilibrium or stability of the local area. Stability referE to the ability of the area
to maintain its economic viability over time. It may seem difficult to eeparate indicators

of equilibrium or stability from economic activity. An example may help clarify the dis-
tinction. The Western U. S. is dotted with ghost towns - the remains of once thriving
mining communities. One could imagine decisions favouring mining years ago that ranked

high on indicators of economic activity - income and employment of the time. But in terms

of maintaining area equilibrium, these decisions may, in retrospect, be judged as somewhat

lacking. Stability considerations add a long-range time element to impact analysis. Two

broad indicators of future community stabi/ity seem worthy of note.

6.1 Economic Divality

A fundamental axiom in the field of ecology is that the more diverse the ecosystemy

the more stable it is. The analogy can be made to community equilibrium/stability and

economic diversity. Ecosystem diversity ineulates and asures permanence of the system

against natural catastrophy. So it is with economic systems. After the gold and silver

were extracted, many communities were left without an economic base. The collapse of

miningsignalled the demise of the community9 and ghost towns resulted.

The existence of "ghost towns" dramatizes the fact that economic processes are

seriously jeopardized in an unstable environment. The most useful measure of economic

diversity seems to be the distribution of eoonomic activity among seotors. Distribution

of employment would serve as an indicator. A management alternative would be judged to

promote stability if it enhanced diversity as measured by a more equal distribution of

employment among sectors. By this measure, to make a timber-oriented community more timber-

dependent would not be desirable. Clearly, if carried to an extreme, this indicator may be

incompatible with economic base theory. Diversity would tend to discourage further special-

ization; development of export or basic industries would not be emphasized. Therefore,

area growth would be diminished.

Consider an example of one possible approach to a diversity oalculation. Upon

reflection, it will be discovered that diversity has a statistical counterpart - variance.

A system of numbers that are all very similar will have relative low variance. Sinoe

similarity (a more equal distribution) is maggestive of more diversity, it follows that

relatively lower variance levels will be associated with relatively more diversity, and

hence stability. The analyst may conclude that the standard expression for statistical

variance might be a useful expression of a diversity index.
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Forty-four workers were displaced from the timbe ..... using industry where average incomes lie 
in the $7 000 to $7 999 class, while the remaining 36 workers were withdrawn at county 
average wage levels (moo, 1971). Only the seotors ohanged are shown. A major assumption 
is that each employee represents one family unit. These data oould be plotted on a graph 
such as Figure 7 shown earlier. It is clear that if these data were caloulated and plotted, 
the new curve would show less inoome equality. l>'hlle this ohange is admittedly slight (due 
to the specifios of this problem), the principle is more general and warrants oonsideration. 

6. UIPACTS ON EX:ONOMIC EQUILIBRIUM 

Introduction of a new forestry project or activity m6y have an impact on economic 
equilibrium or stability of the local area. Stability refers to the ability of the area 
to maintain its economic viability over time. It may seem diffioult to separate indioators 
of equilibrium or stability from eoonomio activity. An example may help olarify the dis­
tinction. The Western U. S. is dotted with ghost towns - the remains of onoe thriving 
mining communities. One could imagine deoisions favouring mining years ago that ranked 
high on indicators of economic activity - income and employl!lent of the time. But in terms 
of maintaining area equilibrium, these decisions may, in retrospeot, be judged as somewhat 
lacking. Stabil1 ty considerations add a long-range time element to impact analysis. Two 
broad indicators of future commWli ty stability seem worthy of note. 

6.1 Economic Diversity 

A fundamental a.:z:iom in the field of ecology is that the more diverse the ecosystem, 
the more stable it is. The analogy oan be made to oomm1lll~ty equilibrium/stability and 
eoonomic diversity. Ecosystem diversity insulates and ensures permanenoe of the systelu 
against natural catastrophy. So it is with economic systems. After the gold and silver 
were extracted , many communities were left without an economio base. The collapse of 
mining signalled the demise of the cOIIUD1llIity, and ghost towns resulted. 

The existence of "ghost towns" dramatizes the fact that economic prooesses are 
seriously jeopardized in an 1llIstable environment. The most useful measure of eoonomic 
diversity seems to be the distribut'ion of economic activity among seotors. Distribution 
of employment would serve as an indicator. A management alternative would be judged to 
promote stability if it enhanced diversity as measured by a more equal distribution of 
employment among seotors. By this measure, to make a timbel'-Oriented comm1lllity more timber­
dependent would not be desirable. Clearly, if carried to an extreme, this indicator may be 

incompatible with economio base theory. Diversity would tend to discourage further speoial­
ization; development of export or basio industries would not be emphaeized. Therefore, 
area growth would be diminished. 

Consider an example of one possible approach to a diversity oaloulation. Upon 
refleotion, it will be disoovered that diversity has a statistioal counterpart - varianoe. 
A system of numbers that are all very similar will have rela·ave low variance. Sinoe 
similarity (a more equal distribution) is suggestive of more diversity, it follows that 
relatively lower variance levels will be assooiated with relatively more diversity, and 
henoe stability. The analyst may conolude that the standard expression for statistical 
variance might be a useful expression of a diversity index. 
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Cr2= 2--(xj i) 2 . Diversity Index

N

Given the data in the listing belowt the diversity index for the status gm is calculated

to be about 139, Alternative 1 to be 1 667 and Alternative 2 as 50. On the basis of these

calculations, Alternative 2 would be found to be the most diversified and hence most stable.

Clearly, the above expression for variance emphasized deviation from a mean, more than

would some other measures. The analyst should adopt some measure of diversity. It need

not correspond to the variance expression shown above.

Expected Employment

Another approach to economic diversity deals with industrial location. How will

decisions today affect long-range expansion or contraction of industrial activity? The

environment created for industrial location in the local area will certainly affect com-

munity equilibrium and stability.

The body of literature existing in the area of industrial location is wide-ranging

(see Hoover, 1948; Mueller and Morgan, 1962). While much more restrictive, the literature
concerning forest-based industries is still impressive. Most of these studies address the

question of which factors (taxes, land prices, etc.) influence the decision of a firm to

locate in a particular area (e.g. Hagenstein, 1964). Availability of wood, raw material,

labour and transportation is often most importaaat in timber industry location decisions.

McMillan (1965) provides a reaaonable synopsis:

If an industry is resource oriented, it must place prime

importance on raw materials. If the manufactured product

embodies high labour costs or highly skilled labour, labour

market conditions occupy a position of prime importance. No

plant can justify its existence without a place to sell its

output. Therefore, markets must rank high. But these are not

determinants of a particular location. Instead, they are pre-
requisites to operation. Transportation may also fall into

this category of prerequisites. (emphasis added)

While communities can do little about raw materials, markets, population and certain forms

of transportation, public land managing agencies can certainly affect one - raw materials.

Sector Status Quo Alt. 1 Alt. 2

A 25 25 35

B 25 25 35

C 50 75 50

100 125 120
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= Diversity Index 

Given the data in the listing below, the diversity index for the status !I!!2 is oaloulated 
to be about 139, Alternative 1 to be 1 661 and Alternative 2 as 50. On the basis of these 
calculations, Alternative 2 would be found t o be the most diversified and henoe most stable. 
Clearly, the above expression for variance emphasized deviation from a mean, more than 
would some other measures . The anal yst should adopt some measure of diversity. It need 
not oorrespond to the varianoe expression shown above. 

Sector 

A 
B 
C 

Expected Employment 
Status Quo Alt. 1 Alt. 2 

25 
25 
50 

100 

25 
25 
75 

125 

35 
35 
50 

120 

Another approach to economic diversity deals with industrial location. How will 
decisions today affect long-range axpansion or oontraction of industrial aotivity? The 
envirorunent oreated for industrial looation in the local area will oertainly affect com­
munity equilibrium and stability. 

The body of literature existing in the area of industrial looation is wide-ranging 
(see Hoover, 1948; Mueller and Morgan, 1962). While much more restrictive, the literature 
conoerning forest-based industries is still impressive. Most of these studies address the 
question of whioh factors (taxes, land prioes, eto.) influenoe the deoision of a firm to 
looate in a particular area (e.g. Hagenstein, 1964). Availability of wood, raw material, 
labour and transportation is often most important in timber industry location decisions. 
McMillan (1965) provides a reasonable synopsis: 

If an industry is resource oriented, it must place prime 
importanoe on raw materials. If the manufactured product 
embodies high labour oosts or highly skilled labour, labour 
market conditions oooupya position of prime importance. No 
plant can justify its existence without a place to sell its 
output. Therefore , markets must rank high. But these are not 
determinants of a partioular looation. Instead, they are pre­
requisites to operation. Transportation may also fall into 
this category of prerequisites. (emphasis added) 

While communities can do little about raw materials, markets, population and oertain forms 
of transportation, publio land managing agenoies oan certainly affeot one - raw materials. 
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There are tao important implicatione of forest management decisions on industrial
location. First, these decisions need not affect location of all resource-oriented activ-
ities in the same way. Giren a resource base and some capacity to produce outputs, a
decision aaainst one resource outpnt may at the sane time be a decision in favonr of another
- to increase timber availability may discourage industrial location of recreation industries.
The consequence is unavoidable. As a corollary, sinos many factors other than timber raw
material affect industrial location, timber management decisions may not be sufficient to
create or maintain a desirable environment for industrial location° The second implication
relates to the concept of."comparative advantage". Assume a situation involving only one
resouroe-oriented industry, a timber-based industry. Assume further that a comparative
advantage exists for this industry due to availability of wood raw materials. A decision
to restrict this availability could have negative location oonsequenoes by eliminating the
major (and possibly the ohly) reason firms locate in that partionler area. The point is
that major forest management decisions oannot avoid long-range industrial location implica-
tions°

6,2 Commarxity id'ustment,

It is important for the decision,maker to realize that a major decision on forest
management projects may inextricably alter a community* The decision may lead to a
fundamental change in the economic fabrio of a local area. While communities may always
be in a constant state of change, radical acceleration or departure from trends may have
a strong impact on local equilibrium. The analyst should attempt to assess the implica,
tions of a forestry project in terms of adjustments in community lifestyle, social
disorganization and local values.

West/12z - Lifestyle is the "way of living" chosen by imiividuals, groups and
communities. More specifically, lifestyle is a composite of various elements resulting
from the interaction of human beings with their physical and social environments. Includee

in these elements are use of time and attitude toward,and methods of interacting with other
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combine. Some consider lifestyle analysis to be synonymous with social impact ansessments

(Holden, 1975).

Lifestyles are also a reflection of the way people meat their physiological and
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activity may be concerned about the effects of resource allocation decisions on national
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likely te oppose decieions that remove land from these uses. Conflict of lifestyle, and
hence land use, is inevitable. The potential conflict resulting from resonrce allocation
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meet certain needs, locals meet almost all needs in this area. As outsiders demand
increase, lifestyles of the local populetion can become threatened*

In an overview of social impact assessment, Gale (1977) describes lifestyle measure-
ment as follows:
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The term 'ways of life' or 'lifestyle' represents

a way of characterizing a cluster of specific social

variables. Use of this social impact category is a good

way to avoid a variable-by-variable description of different

groups within a community. Summaries suoh as 'the lifestyle

of those expected to move info the area under the action

alternative ..' reflect a gathering together of a number of

variables.

There is no 'standard set' of five or ten variables

used consistently to describe a way of life or lifestyle.

In identifying lifestyles, the focus is on those three or

four variables or components which, in a particular situa,

tiont best characterize the relatively distinct way in which

a certain group of people go about their daily activities.

'Distinct' is a key word in understanding lifestyles

and in assessing impacts on them. Fbr identifiable life-

styles to exist, it is not necessary for two groups to

differ in almost every aspect of their daily lives. More

typically, different lifestyles emerge as an increasing

number of characteristics differ, although some common

elements will remain.

Lifestyle impact analysis is still in its infancy. Wolf (ca 1974) terms the current

state of the art as "explosive" and predicts "orders-of-magnitude" improvement in the near

future. Present efforts seem to focus on descriptive analysis - often termed ethnographic

studies (ISR, 1974). Predictive analyses are not commonplace and the analyst of adjust-

ments in community lifestyle must often rely on informed judgements. Fortunately,

significant recent work by Gale (1975) and Freeman (ca 1976) are adding to the set of tools

and concepts needed to make these assessments.

Social tion - The disorganization of a local area's social fabric together

with lifestyle adjustments are primarily concerns of sociologists. Nevertheless, both

strongly influence community longevity. It is difficult to imagine economic stability in

the absence of social stability. Social disorganization refers to stress, to the point of

severance, placed on the internal linkages that bind institutions together.

Social scientists group a wide variety of elements under the heading of social

disorganization. The theme common to these elements is disruption of normal social process-

es. For example, consider the possible increase in the unemployment rate discussed earlier.

Social disruptions and turmoil associated with massive unemployment are obvious. FUrther,

a type of multiplier effect might exist, entailing additional stresses on community support

facilities, family stability and overall morale. Major forest management decisions can

lead to social disruption by changing the political power structure and reordering the

economic structure of the local area.
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Local Values - One of the most striking features of local economic impect etudies is

the cavalier way in whieh some analysts designate "good" impacts and "bad" impacts. More
employment is "better" than less. Increases in the level of economic activity are "good.

These "values" are implied in many analyses. The analyst should realise that impact indica-

tors must be viewed as neutral. Implying goodness or badness is a value judgement. Analysts,
probably inadvertently, have fallen into the trap of making value judgements about indicators.

Since the focus of most social impact analyses is the local area, it seems reasonable
that the local people should makE value judgements. Communities differ. The values shared

by people in one area may not be shared by those in another. A "sense of community." may be

at issue. The way people in a local area see themselves and their community should be con

sidered. Take a small, rural, conservative, close-knit oommunity in the Southwestern U.S.
This community might react very differently to the prospect of 50 new jobs Which might be
filled by "outsiders" than would a larger metropolitan area. Simply stated, "goodness" or

"badness" of indicator measurements should be evaluated, not assumed.

7. IMPACTS ON LOCAL GOVERNMENT

The final area of distributional consequenoe considered involves the relationship
between the forestry project and governmental entities located in the local area. any of

the distributional consequences already discussed will eventually affect the local govern-

ment. Those considered now are of more direct consequence. Of the many ways a change in

forest management activities oould affect these governments, fiscal impacte - both revenues

and expenditures - are of prime importan ce Since there is no uniformity as to either the

nature of these fiscal impacts nor the analynis that would be appropriate, the following

discussion will provide an overview of the types of issues with which the analynt must deal.

Two general indicator areas will be considered.

7.1 Iatalovernmental Payments

The relationship between different levels of government (federal, regional, local)

will vary not only as a function of the nation in question, but also as a funotion of

specific governmental units and agencies within a social economy. The principle of inter-
governmental payments (transfers) has been a long established practice. Some of these

payments are the result of specific polioy actions designed to accomplish some social pur-

pose. Some just happen. They are the natural result of government exeroise of ite pro-

prietary power. The analyst should make a careful assessment of these consequences. This

will necessarily involve a detailed analysis of the specific circumstance being evaluated.

Three general types of intergovernmental payments may be found.

Revenue Sharing Payments - While the concept of one level of government (federal or
state) sharing its revenues with a lower level (state or local) has been the subject of

recently increased political interest in some countries, it haz existed for a long time.

Fbr example, the practice of sharing revenues from the sale of public lands in the United

States began in 1802 when the U.S. Congress provided that the state of Ohio wonld receive

three percent of the net proceeds of the revenues from the sale of public lands in the
state (EBS, 1970). Possibly the first form of revenee sharing in the United States that

remains in effect today originated in 1908 with a law requiring that 25 percent of the net

receipts generated by national forests be returned to countries in which the forests are
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located (U.S. Code, 1908). Other acts have been passed for lands administered by other

agencies. The legislative history of these acts reflects that payments to state and local

governments were intended as compensation by the federal government, since the lands in

question were not available for purpose of local property taxation (PLLRC, 1970). To

measure impacts on local government associated with a system of payments-in-lieu-of-taxes,

the analyst must first evaluate existing policy - both statutory and administrative. Com-

pleting this, the analysis can proceed.

Consider an extremely simplified example of the types of calculations that ought to

be made when a forestry project on a U.S. national forest will alter the level of money

receipts. The increased receipts may be possibly due to a forestry project that increases

receipts from grazing permits because of increased forage available on forest lands. In

reality, actual payments to the counties would be determined by the provisions of the 1908

law previously discussed as modified by the 1976 Forest Management Act (U.S. Code, 1976a)

and as supplemented by the In-Lieu Tax Act of 1976 (U.S. Code, 1976b). But let us ignore

these details and work through the outline of a typical analysis. Assume that annual graz-

ing receipts were to increase from $400 000 to $600 000. The other parameters of this

example are shown in the following listing:

Change in receipts - $200 000

Payment basis - 25% of receipts

Change in payments $50 000

Distribution of national forest land - County A: 80%

- County B: 20%

Current county revenues - County A: $ 5 000 000

- County B: $10 000 000

Use of payments - Schools and roads

Given these data, payments to County A would decrease by $40 000 (80% x $50 000) and assum-

ing no other change in revenue structure, the new level of revenues to the county would be

99 Percent of the old (($4 960 000/5 000 000) x 100). Knowledge of the existing budget for

schools and roads could then be used to assess the impact of receipt reduction on these

budget items.

In practice, measurement of changes in payments-in-lieuof-taxes is a very easily

measured consequence of a forestry project. At least this is so in the United States.

The reason for this is that the data needed to accomplish the analysis are readily available

in public records. But the analyst should be aware of two problem areas. The first deals

with identifying the change in receipts. The word "net" seems appropriate to highlight the

fact that a change in one area of management may be associated with a change in some other

area. For example, an increase in grazing receipts may be associated with a decrease in

receipts due to timber harvest. The analyst should consider the relationship between these

changes. They may or may not be offsetting. The second problem deals with estimating the

revenue change associated with the forestry project. One common approach is to use pro-

portions. If timber harvest is to decrease by 50 percent, revenues to the county will

decrease accordingly. An alternative procedure is to vary the timber harvest level and

then calculate revenue changes onthe basisof average stumpage price received over the past

several years. Depending on the particular location, either of these methods may be ex-

tremely risky. An analysis of U.S. Forest Service revenues in' Montana over the 1960-73

period found a correlation coefficient of 0.29 between value and volume of timbercut,while

a correlation of 0.97 was found between value and adjusted stumpage price (Schuster, 1976b).

This suggests that the prudent analyst should seriously investigate the price element in

timber revenue determination.
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In-Kind PaYpents - The second type of intergovernmental payment concerns the contri-

bution made by public agencies that tend to relieve local goverament of a financial burden.

'Air example, development of a state campground may diminieh or eliminate the need for a

county to develop a park syetem. No money is transferred; consequently, the cost savings

incurred by the local government are termed payments "in-kind" by the public agency. The

key to determining the magnitude of these payments is identifying those activities assumed

by the public agency that would normally be accomplished by the local government. There is

no uniform agreement as to the list of these activities, The analyst must rely on the advice

and oonsultation of the decision-maker and officials in local government.

Quantification of in-kind payments is not an exact process. The problem is one of

data availability. Only a very few studies have been done to determine the levels of in-

kind payments; study results are generally applicable to state and multistate areas only.

Table 12 shows selected results of some of these studies. If evaluation of in-kind payments

is to proceed, the analyet is forced to rely on aggregate levels of payments per acre. Data
reflecting a stratification of payments relative to type of management activity are pre-

ferred over aggregates. In this way, paymente associated with timber management coeld be

applied to programme changes in that area. In-kind payments should be converted to the

same base as the management programme. That is if timber harvest is to be modified, the

payments should be expressed in an acceptable unit - dollars per board foot. This procedure

implies a strict proportionality that likely does not exist. Yet, the data base does not

allow a more refined analysis.

22.4.21.2ammit2 - A final area of intergovernmental payments involves secondary pay-

milts, payments associated with other governmental programmes. Local governments often

receive funds from other government levels on some type of formula or matching basis. If

a change in management activity affects the formula, receipts will be altered. For example,

a local government may reoeive aid for eduoation from the state on a student enrolment

basis. If management activity leads to unemployment, out-migration of population and with-

drawal of children from the local school system, a loss of state school funds is likely.

Of coerse, the reverse ooeld also result from an opposite change in management activity.

And finally, when a management aotivity affects economic activity, it will likely also
affect taxes collected by tho local government. This change in revenue will change the

availability of local matching funds and project funds (e.g. U.S. Bureau of Outdoor Recrea-

tion funds for community recreation projects). Measering this impact indicator would

require analysis of a epecific local government and its programme involvement.

Cost to Local Government

A controversy exists in certain areas of the country relative to the financial

support relationship between local government and public agencies,Shannon (1975) reports

that "many county commissioners believe that county maintenance costs incurred as a direct

result of management aotivities on national forests are far larger and are far more stable

than the financial support received direotly by county government from the national forests."

There are probably many ways in -which the mere presence of a major land management agency

.results in costs to local government. For example, because timber harvest activities

require use of heavy logging truoke, county roads mest be beilt and maintained to a higher

standard than otherwise necessary. Unfortunately, identification of these cost items is

largely at the speculative stage. Since few comprehensive analyses of this topic (EMI

1970) have been done, generalized assessment of these costs is well beyond the state of

the art.
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Source: U.S. Forest Service, 1965

Another aspect to local government costs should be considered: transaction costs.

These are the added costs that must be borne by local government during the period during

which adjustments in the local area are made - the transition period. For example, addi-
tional pressures may be placed on community service agencies as a result of additional

employment. Pressures may be placed on local schools or law enforcements units because

of accelerated social disorganization. Because understanding of these transaction costs,

especially regarding forest management activity, is totally undeveloped, no known measures

exist to evaluate this indicator.

8. CONCLUDING REMARKS

Evaluation of the distributional consequences of forestry projects is an important

component in an overall assessmen-1. of the desirability of one project relative to another.

But it is not the only component and there is no reason to believe it the most important

component. Clearly, many other consequences are also important, including economic effi-

ciency consequences and environmental quality consequences. The role and importance of

distributional consequences in selectiag between alternative forestry projects is a function
of the decision-maker's goals and objectives. These not only provide the context for dis-

tributional analyses, but they also specify the content of the analysis. Since goals and
objectives vary, this paper has adopted a rather neutral position and simply attempted to

provide a general overview for analysis. It outlined some considerations, issues, problems-

and methodologies that often will be encountered in a distributional analysis.
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Table 12. Estimated Forest Service Contributions In-Kind per

Acre, by Type, FY 1962 and 1952

Region

1962

1952
Total

Fire

Control

Forest

Highways

Road, Trail

and Other

1962
Total

( cents )

Northern 3.5 18.4 4.1 26.0 15.7
Rocky Mountain 1.9 17.5 1.5 20.9 11.9
Southwestern 1.5 15.9 4.0 21.4 21.3
Intermountain 2.5 12.1 3.5 18.1 15.2
California 85.4 24.4 28.4 138.2 54.6
Pacific Northwest 24.3 28.7 8.1 61.1 34.6
Eastern 6.4 17.3 5.9 29.6 19.9
Southern 10.3 16.8 6.8 33.9 23.1
North Central 11.2 14.5 18.6 44.3 23.8

All Regions 16.7 18.7 8.1 43.5 _
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ciency oonsequenoes and environmental quality consequences. The role and importanoe of 
distributional oonsequences in seleoting between alternative forestry projects is a funotion 
of the decision-maker's goals and objectives. These not only provide the context for dis­
tributional analyses, but they also specify the oontent of the analysis. Since goals and 
objectives vary, this paper has adopted a rather neutral position and simply attempted to 
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Distributional analyzes call for a high degree of ingenuity and adaptability on the

part of the analyst. This is partly due to the fact that, at least conceptually, each

analysis is different, tailor-made to the specific circumstance being evaluated. Nhile the
range of items to be evaluated in a distributional analysis is almost limitless, the impacts

evaluated must be limited for very practical reasons of time and money. The analyst must

translate the Information needs of the decision-maker into operational analyses. Upon own,-

pletion of the analysis, the results must be translated again into information for decision-

making. This is not simply the problem of communication* It is also a problem of interpre-

tation. Initial study results must be interpreted and evaluated with the context of the

social and economic structure of the looal eoonomy in mind. The response to a given set of

distributional consequences will vary from one eoonomy to another. Local areas differ.

Their internal linkages, structures, and value systems defy generalization (Dickerman and

Butzer, 1975). This sharply reduces the analyet's ability to extrapolate knowledge of the

distributional consequences of forestry projects from one area to another. Each analysis

must start anew.

The other major factor °ailing for ingenuity and adaptability from the analyst is

that the state of analytical capability is sadly deficient* Although several sophisticated

techniques exist, they are only applicable to a relatively small set of consequences. And.

even for these, the needed data base might not exist. Analytioal tools to assess some of

the other consequences remain either undeveloped or underdeveloped. The analyst must adapt

to these circumstances. Alternative data souroes may need to be discovered. Major assump-

tions may need to be made. The project analyst may find it necessary to call upon the

talents of political scientists, sociologists and other social soientists to enhance the

quality of the distributional analysis. Ability to recognize deficiencies in data, deft-

ciences in analytioal capabilities, and deficienoies in personal expertise will probably

increase with experience. Ability to effectively deal with these deficienoies will depend

on the analyst's ingenuity and adaptability.

Over time, the quality of distributional analyses will likely improve. Better data

will become available. Analytical techniques will be developed and refined. Analyst

expertise will improve. The process takes time. Hopefully, this paper represents a

positive part of that process.
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1. INTRODUCTION

Most forestry projects involve implications in terms of changes in water quality
and/or quantity. Thus, economic analyses of most forestry projects should include explicit
consideration of watershed related impacts and of potential activities to achieve accept-
able watershed protection standards. In some cases the major objectives of a project may
be water related and constitute the reason why the project is being considered and proposed.
In other cases, water related concerns may merely enter the project analysis in the form
of constraints on other project activities. In either case, the economic analyst should
have something to say about water related impacts in his analysis.

The above is not to say that the same objectives and/or constraints apply in all
situations. Thus, for example, project objectives will vary widely with climatic and
landform conditions as well as other factors. Appendix I presents a schematic overview of
objectives which tend to dominate in different climatic regions.

Economic analyses of watershed projects are no different in principle or concept
than analyses of any other type of project. Thus the general concepts and guidelines
presented in FAO's Ecussils1221aImiR22±_am,.IIELLERLILEY (EAFP) are valid for watershed

related projects. However, some analytical issues and empirical problems are particularly
important for such projects. Some of these issues and problems relate to economic factors,
and they are the main subject of this paper. Others relate primarily to technical factors
and their treatment is properly the task of hydrologists, engineers and other technical
specialists. Thus, we do not discuss them further here, other than in terms of how the
economist can interact with these other specialists in determining what physical input-
output information is needed in order to carry out an economic analysis. The basic point
is that the physical relationships must be quantified before an economic analysis can be
carried out. Thus, the present discussion proceeds under the assumption that such informa-
tion can be generated. Given the fact that the lack of such information is in practice
the major bottleneck encountered in most watershed project appraisals,it may seem that this
assumption is made to avoid a major problem. In fact, it is made to emphasise the point
that the economist cannot solve the information and data problems associated with water-
shed projects. What he can do is to (a) suggest a systematic approach to identifying
direct and indirect negative and positive impacts associated with a project and (b) point
out what information and data are needed for him to be able to value these various impacts.
The remainder of this discussion explores these two questions within the overall framework
for project analysis set out in EAFP.

The speoific points selected for further discussion are the following: Y

Consideration of alternative means for achieving goals

Determination of project scope and context

:I/ FAO Forestry Paper No. 17

_21 The fact that these are the only six points listed does not mean that they are the

only ones of concern to the analyst of a watershed related project. For a more

systematic discussion of the entire range of issues encountered, the reader is

referred to EAFP.
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Identifying costs for watershed projects

Identifying benefits for watershed projects

Treatment of benefits and costs in multiple purpose projects

Presenting cost and benefit information in an appropriate form.

In order to provide common empirical reference points during the discussion of each

of these, two case study analyses of projects involving watershed considerations are summar-

ized in Section 2. These two examples are then referred to in Section 3, which provides a

discussion of the six points listed above. The reader who merely wants an overview of the

issuss can skip Section 2 (the cases) and go directly to Section 3.

Finally, in order to illustrate the types of empirical information that are required

and examples of watershed related project analyses that are already available, a summary of

some of the relevant documentation on this subject available from the United States is

presented in Section 4. This section also illustrates a number of the general points dis-

cussed in Section 3.

2. EXAMPL16

The first of the examples is an economic analysis of alternative logging systems.

The objective of the analysis is to find that system that maximizes net revenue subject to

constraint on maximum allowable sediment discharge. It is an example of an economic

analysis to provide information for an operational decision where water related concerns

are entered as a constraint.

The second example illustrates in summary form an economic analysis of a major

watershed project designed to reduce the rate of sedimentation in a reservoir, thereby

extending the useful life of the reservoir and producing additional downstream benefits.

The project also involves several other elements, including wood production in combination

with watershed protection, pasture improvement and general improvement of upstream agricul-

ture.
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Example No. 1: Watershed Considerations as a Constraint in a Pro set

The growing worldwide concern for the environment makes this type of problem
and this example relevant.

A 20 ha wood lot is to be harvested. The lot occupies land along a river
with an average slope of 20-30%. A clearcut will not be allowed by regulatory agencies
in order to prevent erosion and decrease resulting sediment flows. For this reason a
selective cut will be made. However, it is anticipated that with standard logging
techniques about 4 tons of sediment per hectare will enter the river the first year
after the harvest. This amount of sediment is considered unacceptable by authorities
and they will not issue the harvesting permit unless measures are taken to reduce sediment
to no more than 2 tons per hectare. Thus, the forest manager must find an alternative
that will reduce sedimentation of the river by at least 2 tons/ha/yr at the lowest cost
possible, i.e. he is searching for the least cost alternative for logging the area that
will meet the constraint.

Harvestable volume on the woodlot is 300 m3/ha which can be sold for $10/m3.

If all 20 ha had been harvested using standard methods,it is estimated that the
following costs and returns would have obtained:

Returns: 300 m3/ha x $10/m3 x 20 ha equals $60,000

Costs: labour: 1 000 man hours x $2.00/hr equals $2 000

tractor: 250 hours x $25/hour equals 6 250

loading/transnort: 120 hours x $20/hr equals 2 400

total cost: $10 650

Net revenue: $60 000 minus $10 650 equals $49 350

However, as mentioned the standard method is not acceptable because of the high
sediment discharge associated with it. Two alternatives are proposed that would meet the
maximum discharge restriction.

The first feasible alternative consists of leaving a 25 m wide buffer strip
(no cutting) along the river. The woodlot has a shoreline of 1 600 m, therefore,
cutting would be reduced to a total of 16 ha instead of 20 ha. This means a loss of
4 ha of timber or 300 m3 x 4 ha x $10/m3 which equals $12,000 of revenue foregone. This
is considered a cost for this alternative. It is assumed that other costs would be reduced
by 20 percent since only 16 ha could be harvested. Thus, costs other than revenue foregone
would decrease to $8 520 (20 percent less than $10 650). Total cost of this alternative
would be $20 520 ($8 520 plus $12 000).

The second alternative which meets the sediment discharge requirements consists of
establishment of 40 m filter strip in which no machines are allowed. All commercial
timber (i.e., 300 m3 per ha) on this 6.4 ha filter strip can be cut but must be winched
ou-t at a higher cost. On the 6.4 ha of the filter strip costs are estimated to be $8 094.
For the remaining 13.6 ha costs will drop to an estimated $7 242 to reflect reduction in
area logged. Thus, total cost of this alternative will be $15 336
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Assuming that these are the only two alternatives considered that meet the
sediment discharge restriction, we would choose the lowest cost alternative or the
filter strip approach. Revenue would be $60 000 as before and cost would be $15 336,
for a net return of $44 664, which compares with a net return of $39 480 in the buffer
strip alternative. The information generated in this analysis further indicates that
the cost of the sediment discharge restriction would be $49 350 minus $44 664 or $4 686.

Example No, 2: Economic Anal sis of a Watershed Protection and Management Projectl/

Background on Project

Project Title:

Watershed protection for the Sierra Reservoir.

Project situation:

Some years ago a reservoir was built along the Sierra river to provide storage of
water for downstream use during periods of low flow. Downstream uses include irrigation
on some 9 500 ha and domestic water use by the local population. It has been found after
five years of operation that the reservoir is silting in at a much faster rate than
initially anticipated, thus reducing effective capacity and ability to meet water require-
ments downstream. Siltation is occurring at a rate of 4 million m3 per year. Present
reservoir capacity is down to 100 million m3. At the present rate of siltation, it will
only be four years before capacity is reduced to a point where it can no longer meet
estimated water requirements of downstream users. (Domestic water use is increasing at a
rate of about 6.19 percent per year, while irrigation use is fairly constant.)

Project goal:

Z./To prevent the reduction (or loss) of water related downstream benefits, the
project would extend the effective capacity and life of the reservoir by reducing the
rate of siltation from 4 million m3/yr to 1 million m3/yr. 3/

Project points of view

Downstream users of water have a direct interest in maintaining
the capacity of the reservoir so.that they can continue to receive
water during the dry periods when river flow is inadequate to meet
requirements;

Upstream users of the land which would be affected by the various
conservation measures proposed for the project are interested in
how such measures would affect them. If effects are negative, some
form of compensation may be included in the project plan;

(o) The nation at large is concerned with increased crop consumption,
improved welfare of domestic water users, and losses or gains incurred
by upstream land users.

The point of view adopted in the analysis is primarily that of the nation,
although the other two viewpoints are also considered.

1/ Adapted from a project in the Andean foothills of a South American country.

2/ The benefits that would be lost without the project include crop values and health
and satisfaction associated with domestic water use.

3/ Since there was apparently no problem of flood damage with or without the project,
flood prevention was not included as a goal. It could be added in as a goal and
treated in exactly the same way, if it was-a problem.
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the cost of the sediment discharge restriction would be 349 350 minus 844 664 or 34 686. 

Example No.2: Economic Analysis of a Watershed Protection and Management projectY 

Background on Project 

Project Title: 

Watershed protection for the Sierra Reservoir. 

Project situation: 

Some years ago a reservoir was buil~ along the Sierra river to provide storage of 
water for downstream use during periods of low flow. Downstream uses include irrigation 
on some 9 500 ha and domestic water use by the local population. It has been found after 
five years of operation that the reservoir is silting in at a much faster rate than 
initially anticipated, thus reducing effective capacity and ability to meet water require­
ments downstream. Siltation is occurring at a rate of 4 million m3 per year. Present 
reservoir capacity is down to 100 million m3. At the present rate of siltation, it will 
only be four years before capacity is reduced to a point where it can no longer meet 
estimated water requirements of downstream users. (Domestic water use is increasing at a 
rate of about 6.19 percent per year, while irrigation use is fairly oonstant.) 

Project goal: 

To prevent the reduction (or loss) of water related downstream benefits, ~ the 
project would extend the effective capacity and life of the reservoir by reducing the 
rate of siltation from 4 million m3/yr to 1 million m3/yr. J/ 

Project points of view 

(a) Downstream users of water have a direct interest in maintaining 
the oapacity of the reservoir so -that they can oontinue to receive 
water during the dry periods when river flow is inadequate to meet 
requirements; 

(b) Upstream users of the land which would be affected by the various 
conservation measures proposed for the project are interested in 
how such measures would affect them. If effects are negative, some 
form of oompensation rna;)' be included in the project plan; 

(c) The nation at large is concerned with increased crop consumption, 
improved welfare of domestic water users, and losses or gains incurred 
by upstream land users. 

The point of view adopted in the analysis is primarily that of the nation, 
although the other two viewpoints are also considered. 

1J Adapted from a project in the Andean foothills of a South American oountry. 

g/ The benefits that would be lost without the project include crop values and health 
and satisfaction associated with domestic water use. 

J/ Since there was apparently no problem of flood damage with or without the project, 
flood prevention was not included as a goal. It could be added in as a goal and 
treated in exactly the same wa;)', if it was -a problem. 
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Identification and Valuation of Project Costs

To accomplish the project goal, the following project components have been proposed
in the technical design and analysis:

Establish protection forest on the most critical areas where no other
activity should take place because of slope or critical nature of soil
protection.

Establish protection/production forests on areas that need permanent
protection but which are less critical so that some forest utilization
can take place on a controlled basis.

Build terraces on some of the most critical areas with very unstable soils.

Manage and maintain pasture lands on a rotation, based on their carrying
capacity and ability to regenerate. This will primarily involve control
and policing activities together with technical assistance.

Establish forest management on existing natural forest areas. This
would include control on harvest and other activities, watershed
protection inputs into access road establishment, inventory and other
information gathering activities.

Establish an overall watershed management and administration unit within
the regional government to supervise and control implementation of an
integrated watershed management programme for the whole watershed, including
the above elements. Include extension services for local farmers.

In the project documentation, appropriate technology, input requirements and timing
for each of the project components were analysed. Based on an initial survey of the total
watershed of 17 500 ha, the scale of each of the project components was determined, as
shown in Table 1. Average input requirements per ha were estimated and applied to the
total areas to arrive at total labour, equipment, and other input requirements. These input
requirements together with unit value estimates were then used by the economist in valuing
the project costs, which are summarized on lines 4 through 8 of Table 4.

In developing economic values for inputs, only unskilled labour was shadow priced.
Other inputs were valued in the economic analysis at their financial or market price values.

A project period of 26 years was considered appropriate, considering the relevant
social discount rate of 12 percent. 1/

1/ Fbr discussion of choice of project period (see EAFP).
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Identification and Valuation of Project Costs 

To accomplish the project goal, the following project components have been proposed 
in the technical design and analysis: 

( 1) Establi-sh proteotion forest on the most critical areas where no other 
activity should take place because of slope or critical nature of soil 
protection. 

(2) Establish protection/production forests on areas that need permanent 
protection but which are less critical so that BOrne forest utilization 
can take place on a controlled basis. 

(3) Build terraces on some of the most critical areas with very unstable soils. 

(4) Manage and maintain pasture lands on a rotation, based on their carrying 
capacity and ability to regenerate. This will primarily involve control 
and policing activities together with technical assistanoe. 

(5) Establish forest management on existing natural forest areas. This 
would include control on harvest and other activities, watershed 
proteotion inputs into acoess road establishment, inventory and other 
information gathering activities. 

(6) Establish an overall watershed management and administration unit within 
the regional government to supervise and control implementation of an 
integrated watershed management programme for the whole watershed, including 
the above elements. Include extension services for local farmers. 

In the project documentation, appropriate technology, input requirements and timing 
for each of the projeot components were analysed. Based on an initial survey of the total 
watershed of 17 500 ha, the scale of each of the project components was determined, as 
shown in Table 1. Average input requirements per ha were estimated and applied to the 
total areas to arrive at total labour, equipment, and other input requirements. These input 
requirements together with unit value estimates were then used by the economist in valuing 
the project costs, which are summarized on lines 4 through 8 of Table 4. 

In developing economic values for inputs, only unskilled labour was shadow priced. 
Other inputs were valued in the economic analysis at their financial or market price values. 

A project period of 26 years was considered appropriate, considering the relevant 
social discount rate of 12 percent. 11 

.11 Fbr discussion of choice of project period (see EAFP). 



Table

Areas associated with each project component

1/ Including the parts of the watershed not requiring direct action.

Component Hectares

Protection plantings 760

Protection/production plantings 870

Terraces 320

Pasture use control 3 850

Natural forest management 3 160

Watershed plaaning & Adm. (17 500) 1/
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Table 

Areas associated with each project component 

Component 

Protection plantings 

Protection/production plantings 

Terraces 

Pasture use control 

Natural forest management 

Watershed planning & Adm. 

Hectares 

760 

870 

320 

3 850 

3 160 

(17 500) Y 

Y Including the parts of the watershed not requiring direct action. 
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Identification of benefits

Reservoir demand (i.e. the demand on water from the reservoir which would not be
available without it) 1/ is estimated at 86 million m3 in the first year (year 0) of the
project as shown on the first line of columns 5 or 6 of Table 2. The capacity of the
reservoir is 100 million m3 at present (start of project) and is decreasing by about
4 million m3 per year due to siltation. (See Col. 2 of Table 2. Thus in about four
years from the present the estimated capacity of the reservoir without the project would
just be equal to demand. Forom then on, the reservoir would not meet the requirments for
water from it.

With the project, it is estimated that the rate of siltation can be reduced to
about 1 million m3 per year. Thus, the reservoir will be able to meet requirements for
a longer period of time, although aventually, even with the project, demand for water will
outstrip the capacity of the reservoir. (This will occur in year 10. Compare Cols. 3
and 6).

A first reaction might be to use the difference between the without and with project
capacities as shown in Col. 4 as a measure of benefits. However, this would overstate
benefits, since even without the project, the reservoir could satisfy demand for four more
years. With or without the project, the benefits would be the same during those first four
years and, thus, the benefits due to the project would be zero during that period (years
0-3). For the next six years (years 4-9) capacity with the project would still be above
demand. Thus, with the project, the benefits due to the project for this period would be
the difference between estimated demand and supply without the project, or the demand
deficit which would start to be felt in year 4 if the project were not undertaken. (This
is the difference between row items in Cols. 5 and 6). In year 10 demand would start to
outstrip aupply even with the project. Thus, from year 10 and on to the end of the project,
the appropriate benefit figures would be the differences in capacity with and without the
project (i.e. the difference between cols. 2 and 3). Using the above approach, the
increased water use due to the project is identified and shown for each year in Col. 7
of Table 2.

The figures shown in cols. 5 and 6 are gross figures which include evaporation

from the reservoir. Since the evaporation would be approximately the same with and
without the project, there is no need to adjust the figures shown in Gol, 7, They represent
net increases in effective water use.

In addition to the direct benefits associated with increased reservoir capacity,
there will be some timber related benefits from the combined production/protection
plantings. Based on experience elsewhere, these are expected to be as shown in Table 3.
In years 6 through 10 there will be some minor thinning volumes available and in years
17 through 21 there will be final harvest volumes available.

In addition to the water and timber related benefits, the following indirect
benefits were identified but not quantified in the study:

Eventual increases in livestock production due to regulation of
grazing on watershed lands. (At present, many of the pastures are
marginal due to overgrazing). The project would restore these lands.

Aesthetic values will increase as the land is rehabilitated.

1/ i.e., release of water in dry season to meet requirements during that period. It
does not include the water used that would have been available without the
reservoir, i.e., the requirements Which would have been met from normal
precipitation and river flow without it.
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Identification of benefits 

Reservoir demand (i.e. the demend on water from the reservoir which would not be 
available without it) 11 is estimated at 86 million m3 in the first year (year 0) of the 
project as shown on the first line of oolumns 5 or 6 of Table 2. The capacity of the 
reservoir is 100 million m3 at present (start of project) and is decreasing by about 
4 million m3 per year due to siltation. (See Col. 2 of Table 2. Thus, in about four 
years from the present the estimated capacity of the reservoir without the project would 
just be equal to demand. From then on, the reservoir would not meet the requirments for 
water from it. 

With the project, it is estimated that the rate of siltation can be reduced to 
about 1 mrrIion m3 per year. Thus, the reservoir will be able to meet requirements for 
a longer period of time, although eventually, even with the project, demand for water will 
outstrip the capacity of the reservoir. (This will occur in year 10. Compare Cols. 3 
and 6). 

A first reaction might be to use the difference between the without and with project 
capacities as shown in Col. 4 as a measure of benefits. However, this would overstate 
benefits, since even without the project, the reservoir could satisr,y demand for four more 
years. With or without the project, the benefits would be the same during those first four 
years and, thus, the benefits due to the projeot would be zero during that period (years 
0-3). For the next six years (years 4-9) capacity ~ the project >iOuld still be above 
demand. Thus, with the project, the benefits due to the project for this period would be 
the difference between estimated demand and supply without the project, or the demand 
deficit which would start to be felt in year 4 if the project were not undertaken. (This 
is the difference between row items in Cols. 5 and 6). In year 10 demand would start to 
outstrip supply even ~ the projeot. Thus, from year 10 and on to the end of the project, 
the appropriate benefit figures >iOuld be the differences in capacity with and without the 
project (i.e. the difference between cols. 2 end 3). Using the above approach, the 
increased water use due to the project is identified and shown for each year in Col. ? 
of Table 2. 

The figures shown in Cols. 5 and 6 are gross figures whioh inolme evaporation 
from the reservoir. Sinoe the evaporation would be approximately the same with and 
without the project, there is no need to adjust the figures shown in Col. 7. They represent 
net increases in effective water use. 

In addition to the direct benefits associated with increased reservoir capacity, 
there will be BOrne timber related benefits from the combined production/protection 
plantings. Based on experience elsewhere, these are expected to be as shown in Table 3. 
In years 6 through 10 there will be BOrne minor thinning volumes available and in years 
17 through 21 there will be final harvest volumes available. 

In addition to the water and timber related benefits, the following indirect 
benefits were identified but not quantified in the study: 

(a) Eventual increases in livestock production due to regulation of 
grazing on watershed lands. (At present, many of the pastures are 
marginal due to overgrazing). The project would restore these lands. 

(b) Aesthetic values will increase as the land is rehabilitated. 

11 i.e., release of water in dry season to meet requirements during that period. It 
does not include the water used that would have been available without the 
reservoir, i.e., the requirements which would have been met from normal 
precipitation- and river flow without it. 



Table 2 Watershed Project: Identification of Water Benefits

(millions of m3/yr)
(6)

1/ Constrained by demand for
water during first 4 years then
constrained by capacity as
demand outstrips supply

2/ Constrained by demand for
first 10 years then constrained
by capacity as dsmand outstrips
capacity even with the project

2/ This is the measure due to
the project, i.e. the difference
in use with and without the
project

(1)

Year

(2) (3)
Reservoir Capacity

(4)

Difference
with & with
out project

(5)
Reservoir Use

(7)
Difference
Jim use with &

3/project2/without
without
project

with
project

without
project 1/

with

0 100 100 o 86.0 86.0 o

1 96 99 3 86.4 86.4 o

2 92 98 6 86.8 86.8 o

3 88 97 9 87.2 87.2 o

4 84 96 12 84 87.7 3.7

5 80 95 15 80 88.2 8.2

6 76 94 18 76 88.7 12.7

7 72 93 21 72 89.2 17.2

8 68 92 24 68 89.8 22.8

9 64 91 27 64 90.4 26.4
10 60 90 30 60 90 30.0
11 56 89 33 56 89 33

12 52 88 36 52 88 36

13 48 87 39 48 87 39

14 44 86 42 44 86 42
15 40 85 45 40 85 45
16 36 84 48 36 84 48
17 32 83 51 32 83 51

18 28 82 54 28 82 54
19 24 81 57 24 81 57
20 20 80 60 20 80 60

21 16 79 63 16 79 63

22 12 78 66 12 78 66

23 8 77 69 8 77 69

24 4 76 72 4 76 72

25 0 75 75 o 75 75

Table 2 - Watershed Project: Identification of Water Benefits 

(millions of m3/yr) 
(1) ( 2) (3) (4) (5) (6) (7) 

Reservoir Capacit;r Difference Reservoir Use . Difference 
without with with & with- without with gj,.n use with & 

Year project project out project project 21 project 2 without 21 

0 100 100 0 86.0 86.0 0 21 Constrained by demand for 
1 96 99 3 86.4 86.4 0 water during first 4 years then 
2 92 98 6 86.8 86.8 0 constrained by capacity as 
3 88 97 9 87.2 87.2 0 demand outstrips supply 
4 84 96 12 84 87.7 3.7 
5 80 95 15 80 88.2 8.2 g/ Constrained by demand for 
6 76 94 18 76 88.7 12.7 first 10 years then constrained 
7 72 93 21 72 89.2 17.2 by capacity as demand outstrips 
8 68 92 24 68 89.8 22.8 capaci ty even with the pro j ect 
9 64 91 27 64 90.4 26.4 

10 60 90 30 60 90 30.0 21 This is the measure due to 
11 56 89 33 56 89 33 the project, i.e. the difference 
12 52 88 36 52 88 36 in use with and without the t: 13 48 87 39 48 87 39 project '" 14 44 86 42 44 86 42 
15 40 85 45 40 85 45 
16 36 84 48 36 84 48 
17 32 83 51 32 83 51 
18 28 82 54 28 82 54 
19 24 81 57 24 81 57 
20 20 80 60 20 80 60 
21 16 79 63 16 79 63 
22 12 78 66 12 78 66 
23 8 77 69 8 77 69 
24 4 76 72 4 76 72 
25 0 75 75 0 75 75 



Table 3--Inputs and 0uputs ProducUon Forest Com onent

1 2 3 4 5 6 7 8 9 10 11-16 17 18 19 20 21

Thinning harvest
ha 174 174 174 174 174

m3/ha 20 20 20 20 20

Total m3 3480 3480 3480 3480 3480

Final Harvest
ha

m3/ha

Total m3(1000)

Ha planted 174 174 174 174 174 . 174 174 174 174 174

174 174 174 174 174
1

525 525 525 525 525

91.3 91.3 91.3 91.3 91.3

Table 3 - Inputs and Outputs - Production Forest Component 

o 1 2 3 4 5 6 7 8 9 10 11-16 17 18 19 20 21 

Ha planted 174 174 174 174 174 . 174 174 174 174 174 

Thinning harvest 
ha 174 174 174 174 174 

m3/ha 20 20 20 20 20 

Total m3 3480 3480 3480 3480 3480 

Final Harvest .... 
~ 

ha 174 174 174 174 174 
...., 

m3/ha 525 525 525 525 525 

Total m3( 1000) 91.3 91.3 91.3 91.3 91.3 
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Access roads required for protection and other watershed management
activities will permit faster and cheaper access by farmers to markets
and increased mobility for extension personnel so they can reach more
farmers.

The project is expected to result in an increase in water quality in
addition to quantity. A reduction in suspended loads carried over
the reservoir dam will decrease the need for maintenance on individual
irrigation installations.

Valuation of benefits

Based on studies of crop increases made possible by irrigation, it was estimated
that irrigation water flowing out of the reservoir would return a net of P2 per m3 of
water 1/. Since (1) the major portion of the water is used for irrigation, (2) there was
no feasible way of placing a value on the water used for domestic purposes, and (3) there
is no feasible way of allocating the increased water made possible by the project to
irrigation and domestic use, it was decided to value the domestic water at the rate used
for irrigation, namely P2 per m3. This was recognized to be a conservative estimate.
Using this value per m3 and the water increase figures in Col. 7 of Table 2. the corres-
ponding amnual water related benefits from the project were determined as shown in row 1
of Table 4.

The wood production benefits were valued at P290 per m3 on the stump. This value
was a parity price based on the value of imported wood. 2/ The parity price was adjusted
down by 10 percent to reflect the lower quality of project wood. Total wood production
benefits are shown on line 2 of Table 4.

Other benefits were not valued due to inadequate data or to the inappropriateness
of attempting to quantify values, e.g., for the aesthetic benefits.

Comparing costs and benefits

As indicated on line 9 of Table 4, there is a net cost involved in the project
for the first four years, after which the value flow turns positive and increases steadily
over the life of the project. Using a rate of discount of 12 percent, we arrive at a
Net Present Worth(NPW) for the project of some P292 million. 3/ The rate of return (DIOR)
of the project would be well in excess of 50 percent.

The high returns to this project can be explained quite easily. Since the reservoir
was already in place and its cost represented "sunk costs", they were not included in the
analysis of the project. Thus, the small amount of additional expenditure reqUired for the
watershed protection activities (the project) were compared with the returns which actually
include the total incremental benefits from the reservoir. Obviously, if one were analysing

a new reservoir project, the situation would be quite different, since the substantial

expenditure for the reservoir would have to be added into the cost stream for the project,
while the benefits would remain approximately the same.

J/ i.e., after subtracting from final crop value all costs back to the reservoir, e.g.,
farming costs, marketing, water distribution, etc., but exoluding any sunk costs.

The approach used to derive such parity values is described in EAFP.

2/ The rate of discount was given to the project planners by the national planning office

and represents the rate used for evaluating all public projects in the country.
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(c) Access roads required for protection and other watershed management 
activities will permit faster and cheaper access by farmers to markets 
and increased mobility for extension personnel so they can reach more 
fanners. 

(d) The project is expected to result in an increase in water quality in 
addition to quantity. A reduction in suspended loads carried over 
the reservoir dam will decrease the need for maintenance on individual 
irrigation installations. 

Valuation of benefits 

Baaed on studies of crop increases made possible by irrigation, it was estimated 
that i r r i gation water flowing out of the reservoir would return a ~ of P2 per m3 of 
water 2/. Since (1) the major portion of the water is used for irrigation, (2) there was 
no feasible w~ of placing a value on the water used for domestic purposes, and (3) there 
is no feasible w~ of allocating the increased water made possible by the project to 
irrigation and domestic use, it was decided to value the domestic water at the rate used 
for irrigation, namely P2 per m3. This was recognized to be a conservative estimate. 
Using this value per m3 and the water increase figures in Col. 7 of Table 2. the corres­
ponding annual water related benefits from the project were determined as shown in row 1 
of Table 4. 

~he wood production benefits were valued at P290 per m3 on the stump. This value 
was a parity price based on the value of imported wood. gj The parity price was adjust ed 
down by 10 percent to reflect the lower quality of project wood. Total wood production 
benefits are shown on line 2 of Table 4. 

other benefits were not valued due to inadequate data or to the inappropriateness 
of attempting to quantify values, e.g . , for the _thetic benefits. 

Comparing costs and benefits 

As indicated on line 9 of Table 4, there is a net cost involved in the pro j ect 
for the first four years, after which the value flow turns positive and increases steadily 
over the life of the project. Using a rate of discount of 12 percent, we arrive at a 
Net Present Worth (NP,I) for the project of some P292 million.}/ The rate of return (EROR) 
of the project would be well in excess of 50 percent. 

The high returns to this project can be explained quite easily. Since the reservoir 
was already in place and i ts co s t represented "sunk costs", they were not included in the 
analysis of the project. Thus, the small amount of additional expenditure reqUired for the 
watershed protection activities (the project) were compared with the returns which actually 
include the total incremental benefits from the reservoir. Obviously, if one were analySing 
a new reservoir project, the situation would be quite different, since the substantial 
expenditure for the -reservoir would have to be added into the cost stream for the project, 
whi l e the benefits would remain approximately the same. 

JV i.e., after subtracting from final crop value all costs back to the reservoir, e.g., 
farming costs, marketing, water distribution, etc., but exoluiing any.sunk costs. 

gj The approach used to derive such parity values is desoribed in EAFP. 

]I The rate of discount was given to the project planners by the national planning offioe 
and represents the rate used for evaluating all public projeots in the oountry. 



BENEFITS

1 Irrigation &
domestic use 0

2 Wood produc-
t ion

3 Total

COSTS

4 Planting pro-
teotion forest 3.4

5 Planting pro-
duction forest 1.3

6 Terrace con-
struction 0.8

7 Management
costs 1/

0

0

1.0

8 Total 6.5
9 NET BENEFIT

(COST) (6.5
10 Present Value

at 12% (6.5

NPW at 12%
11 NPW at 12% P292 million

1/ including protection and extension services, maintenance and administration

Table 4 -Value Flow Table

(millions of pesos)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

0 0 0 7.4 16.4 25.4 34.4 45.6 52.8 60 66 72 78 84 90 96 102 108 114 120 126 132 138 144 156

1.0 1.0 1.0 1.0 1.0 26 26 26 26 26

0 0 0 7.4 16.4 26.4 35.4 46.6 53.8 61 66 72 78 .84 90 96 128 134 140 146 152 132 138 144 150

4.5 1.1

1.6 1.6 1.6 1.6 0.3 1.3 1.6 1.6 1.6 1.6 0.3

1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
7.1 3.7 2.6 2.6 1.3 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 2.3 2.6 2.6 2.6 2.6 1.3 1.0 1.0 1.0

7.1 3.7 2.6)4.8 15.1 25.4 34.4 45.6 52.8 60 65 71 77 83 89 95 125.4 131.4 137.4 143.4 149.4 130.7 137 143 149

6.3 2.9 1.8)3.0 12.9 12.9 15.6 18.4 19.0 19.3 18.7 18.2 17.6 17 16.3 15.5 18.3 17.1 15.9 14.9 13.8 10.8 10.1 9.4 8.8

Table 4 -Value Flow Table 

(mi llions of pesos) 

a 2 3 4 5 6 1 8 9 10 11 12 13 14 15 16 11 18 19 20 21 22 23 24 25 

BENEFITS 

I rrigat ion & 
domestic use a a a a 1.4 16.4 25.4 34.4 45.6 52.8 60 66 12 18 84 90 96 102 108 114 120 126 132 138 144 150 

2 Wood produc-
tion 1.0 .1.0 1.0 1.0 1.0 26 26 26 26 26 

3 Total a a a a 1.4 16.4 26.4 35.4 46.6 53.8 61 66 12 18 84 90 96 128 134 140 146 152 132 138 144 150 
COSTS 

4 Planting pro-
~ teotion forest 3.4 4.5 1.1 
VI 

5 Planting pro-
duction forest 1.3 1.6 1.6 1.6 1.6 0.3 1.3 1.6 1.6 1.6 1.6 0.3 

6 Terrace con-
struction 0.8 

1 Management 
cooto 11_ 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

8 Total 6.51.1 3.12.62.6 1.3 1.0 1.0 1.0 1.0 1. 0 1.0 1.0 1.0 1.0 1.0 1.0 2.3 2.6 2.6 2. 6 2.6 1.3 1.0 1.0 1.0 

9 IIET BENEFIT 
(COST) (6.5 1.1 3.1 2.6)4.8 15.1 25.4 34.4 45.6 52.8 60 65 11 ?7 83 89 95 125.4 131.4 131.4 143.4 149.4 130.1 131 143 149 

10 Present Value 
at 12% (6.5 6.3 2.9 1.8)3.0 12.9 12.9 15.6 18.4 19.0 19.3 18.1 18.2 11.6 11 16.3 15.5 18.3 11.1 15.9 14.9 13.8 10.8 10.1 9.4 8.8 

11 IPV at 12% 
IIPW at 12% 
P292 mi llion 

11 including protection and extension services, maintenance and administration 
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3. DISCUSSION OP ISSUES

The two examples presented are representative of the types of economic analysis one
encounters for watershed related projects. The following discussion outlines some of the
major issues which arise concerning these examples and points to watch when applying the
guidelines presented in EAFP to watershed related projects.

3.1 Considerin Alternative Means for Achieving Pro'ect Goals

One of the basic points made in EAFF is that project planners should explore alter-
native means for achieving given project goals. If only one alternative is presented to

the decision-maker, his only decision is whether to accept or reject it. On the other hand,
if information is presented which permits him to look at a range of alternative means for
achieving a goal, then he can more thoroughly consider and weigh the implications of differ-
ent courses of action.

In Example i two alternatives to the standard logging approach were considered
explicitly in the analysis. If other known alternatives had been available then they should
also have been considered. In this case, the objective was to find the lowest cost alterna-
tive that met the maximum allowable sediment discharge restriction or constraint. Thus, one
should note that costs and benefits for the standard logging approach were used only as a
basis for comparison since it was, by definition, an unacceptable alternative due to the fact
that it did not meet the constraint. Thus, actually only two alternatives were compared,
the buffer strip one and the filter strip one. If others had been available (technically
defined), they could very easily be included in the analysis.

The appraisal did not consider alternatives in the case of Example 2. However, there
appear to be two which might have been considered. The first is the use of dredging at some
future date to maintain reservoir catlacity equal to demand. The second is the expansion of
the reservoir to increase capacity so it can meet demand even when siltation occurs. In
addition, the report on which this example is based did not discuss alternative technologies
and scales for project components, nor did it go into the relative advantages of alternative
timings of project activities to more efficiently achieve the goal of the project. Finally,
although some of the project components were separable in terms of costs, the analysts did
not have information on which to base a separation in terms of benefits. Thus, components
were analysed separately and it was not possible to evaluate alternative combinations of
project activities to find a more efficient overall solution or meeting the goals.

Based on the information available to the authors, it is difficult to state whether,
in fact, additional alternatives were explored in the early stages of designing the project
described in Example 2. However, the point to be emphasized here is that alternatives should
be considered and that there should be an economics input at the early stage of project iden-
tification and formulation of alternatives. In other words, if possible, project planners
should avoid discarding alternatives at an early stage on purely technical grounds. What
may appear to be an inferior alternative to the technical expert may not be so from an eco-
nomic point of view, given relative factor costs existing in the country in question.
Initial - albeit rough - economic calculations can be extremely useful in terms of judging
the initial set of alternatives and limiting them to those which will be studied in greater
detail.

3.2 Cont ext

A major question facing project planners is what to include and what not to include
within the scope of a given project.

From a practical point of view, it boils down to a question of where to cut off the
endless chain of effects or impacts associated with a given project. The theoretical answer
is: "Include all the impacts." The practical answer is: "Include all those impacts which
you can identify and which appear to be large enough relative to the direct and immediate
impacts to make a difference in the cost and benefit flows." The objective of a project
evaluation is to generate the information needed to make a sound decision as to whether or
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3. DISCUSSION OF ISSUES 

The two examples presented are representative of the types of economic analysis one 
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that i t did not meet the constraint. Thus, actually only two alternat ives were compared, 
the buffer strip one and the filter strip one. If others had been available (technically 
defined) , they could very easily be inclmed in the analysis. 

The appraisal did not oonsider alternatives in the case of Example 2. However, there 
appear to be two whioh might have been considered. The first is the use of dredging at some 
future date to maintain reservoir oapaoity equal to demand. The second is the expansion of 
the reservoir to increase capacity so it Can meet demand even when siltation oocurs. In 
addition, the report on which this example is based did not discuss alternative technologies 
and scales for project components, nor did it go into the relative advantages of alternative 
timings of project activities to more efficiently achieve the goal of the project. Finally, 
althollgh some of the project components were separable in terms of costs, the analysts did 
not have information on which to base a separation in terms of benefits. Thus, components 
were analysed separately and it was not possible to evaluate alternat ive combinations of 
projeot activities to find a more efficient overall solution for meeting the goals. 

Based on the information available to the authors, it is difficult to state whether, 
in fact , additional alternatives were explored in the early stages of designing the projeot 
described in Example 2. However, the point to be emphasized here is that alternatives should 
be oonsidered and that there should be an eoonomios input at the early stage of projeot iden­
tification and formulation of alternatives. In other words, if possible, project planners 
should avoid disoarding alternatives at an early stage on purely teohnical grounds. What 
may appear to be an inferior alternative to the technical expert may not be so from an eco­
nomic point of view, given relative factor oosts existing in the country in question. 
Initial - albeit rough - economic calculations can be extremely useful in terms of jmging 
the initial set of alternatives and limiting them to those which will be stmied in greater 
detail. 

3.2 Determining Pro.ject Scope and Context 

A major question facing project planners is what to include and what not to include 
within the scope of a given project. 

From a practical point of view, it boils down to a question of where to cut off the 
endless chain of effects or impacts associated with a given project. The theoretical answer 
is: "Inclme all the impacts." The practical answer is : "Inclme all those impacts which 
you can identify and which appear to be large enough relative to the direct and immediate 
impacts to make a difference in the cost and benefit flows." The objective of a project 
evaluation is to generate the information needed to make a sound decision as to whether or 
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not the project has benefits eoeceeding costs and, if so, whether the benefits exceed the
costs by a large enough margin to make it worthwhile to commit scarce resources to the
project rather than to some alternative use. If the direct benefits associated with a
project are large enough relative to costa to make the project worth undertaking from an
economic point of view, then spendiag a large amount of effort and funds on further analysis
of all the various indirect impacts will not be worthWhile. However, if the project is
marginally unacceptable, then there is a much stronger case for detailed analysis of indirect
impacts. No general guidelines can be put forth here on how to determine the appropriate
cutoff for considering indireot impacts. That will depend on eaCh project situation, the
knowledge of the project planners and staff specialists, the cost and time involved in
generating information on indireot impacts, and the objectives of the institution sponsoring
the analysis.

In the case of Example 1, the scope was very narrow, mainly due to the fact that
the project involved a very small area and probably had insignificant indirect impacts.
The example illustrates well the type of brief, uncomplicated analysis associated with
operational decisions. Once this particular situation had been analysed and the best
logging method chosen (the lowest cost method that met the constraint) it is likely that that
method was accepted and used for other similar logging situations without further analysis,
i.e., this simple analysis served as the basis for developing an operational guideline for
logging that says: "In situations of river side logging; a filter strip system is the cheap-
est alternative logging system which meets the specified maximum allowable sediment discharge
constraint."

In the case of Example 2, the project scope included the major impact elements, with
the exception that there was no consideration given to how the project would affect the
farmers upstream on the watershed lands Who would have to change their operations due to
conversion of land to forest or due to curtailment of grazing on critical watershed lands.
Similarly; there was no quantitative analysis of the positive impacts on farm economies
associated with the improved road network and the increased mobility and availability of
extension services. Ideally, these should have been included in the analysis, and one would
expect oven without having information on the project background and area that it would
have been possible to provide some more explicit treatment of these impacts

The question of project scope is closely related to other aspects of project defini-
tion: (1) project points of view, and (2) cost and benefit identification.

Concerning project points of view, Example I can be identified with two the logging
operator (or company involved with logging the area), aad the public point of view concerning
sediment discharge. In this case, the public point of view has been expressed in terms of
the maximum allowable discharge regulation and thus does not need to receive further con-
sideration in the analysis.1/ The logging operator or company point of view (assuming that
this is a private entity involved) is really the point of view from which the analysis is
carried out, i.e., the question is: "What is the minimum cost we have to incoxr to achieve
the constraint?" If the public sector is doing the logging, the question remains the same
from an economic efficiency point of view.

Example 2 is somewhat more complex in terms of points of view. As stated in the text,
there are three points of view identified, namely the downstream water users, the upstream
land users and the national point of view which incorporates the other two points of view
within an overall objective function. 2/ The downstream users' Point of view defines the
scope of the project at thatendt the project should be defined broadly enough to include
the necessary downstream costs to achieve the benefits accruing to the downstream users.

I/ Unless, of course, the analyst is also asked to look explicitly at the costs and
benefits associated with different levels of sedimentation. This, however, is a
separate question.

2/ As mentioned in EPIFP this objective function relates to project impact of aggregate
consumption.
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On the other hand, the upstream land users° point of view defines the scope of the project
at that end: the project should be defined broadly enough to include those costs and
benefits for that group that occur because of the project. As mentioned earlier, there
did not appear to be adequate consideration given to this point of view and the associated
costs and benefits.

Consideration of points of view helps the analyst in identifying the appropriate
scope and in identifying relevant costs and benefits for use in the economic, financial
and social analysis of the project. The following two sections discuss cost and benefit
identification in terms of economic efficiency analysis.

3.3 Identifying Costs

One can specify three main categories of costs involved in watershed projects.
These are:

Structures and work costs: These include costs of dams, gully plugs, construction
of contour furrows or terraces, channel construction or improvement, road relocation,
retainer walls, etc., and maintenance of these structures and facilities.

Vegetation manipulation costs: These mainly include costs of removal of vegetation
and planting and management costs associated with the establishment of new vegetation.

Value of outputs foregone: Even eroded or deteriorated lands may be producing
values through grazing, subsistence farming, etc. These activities may have to be cur-
tailed for a period of time in order to restore land to some higher level of productivity.
The value of such production foregone should be included as a project cost. In the case
of a protection project, timber harvested per unit area may be reduced due to the intro-
duction of buffer strips along rivers, streams, roads, etc. Selective harvest may have to
be imposed on steep hillsides which may in turn reduce the present value of harvests. This
reduction is a cost.

The first two categories of costs are quite obvious, and both examples in Section 2
treated these in an adequate fashion. The third category - value of outputs foregone - is
also relevant to both cases. In Example 1, it can be noted that the analyst treated the
value of timber foregone through creation of a buffer strip as a cost. He could also have
merely reduced the total benefit figure by this amount, thus treating this value foregone
in terms of benefits. Either way would have produced the same resuit, since the objective
was to arrive at the alternative with the highest net return.

In the second example, there were values of outputs foregone from changes in land
use that should have been considered but were not, as explained in the previous section.
This supports the point made earlier that project scope points of view and cost and benefit
identification are closely interrelated. Since the upstream land users' point of view was
not adequately definedlthe analyst also missed identifying explicitly changes in value of
output associated with upstream land use due to restriction of grazing on some lands and
shift in land use from agriculture to forestry on other lands.

In identifying costs (or project inputs) it is essential that the "with and without"
test be applied. Basically, this neans that the analyst asks and answers the following ques-
tion: "What would the situation likely be without the project over the period of years con-
sidered for the project and what would the situation likely be with the project?" Only the
difference should be attributed to the project. This approach applies to both costs and
benefits (inputs and oni;puts). The particular point to emphasize here is that the "with"
and "without" project comparison is no the same as the "before" and "after" project coin,
parison for most types of watershed projects. It is likely that the situation as it exists
before the project is introduced,would change over the life of the project; and it is
necessary to estimate how the situation would develop over time without the project, since
only the difference between costs and benefits without and with the project can be attributed
to the project.

For example, in the case of costs, one might be tempted to include as part of a
larger watershed improvement project the maintenance costs for a road system that is being
affected by erosion processes as a cost. But, assume that the road is essential to the
communications of the region in auestion ande regardless of whether or not the project is
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undertaken, the road would have to be maintainei and kept open for the region. Thee, the
road maintenance would be undertaken with or without the broader waterehed improvement
project. In this case, the costs of road maintenance should not be included as a project
cost. If with the project, the road maintenance costs can be redupea, then thiE reduction

in costs should be included as a benefit due to the project.
Similarly, assume that the present level of use of a given land area will have to

be curtailed as part of an overall watershed protection project. As mentioned above, the
value foregone due to this reduotion in use should be treated as a cost. But suppose that
use of the land would have increaeed over time without the projeot. Then the analyst will
have to estimate what that increase in use would have been in crier to arrive at correct
estimates of the costst due to impact of the project on use of the given arca of land.

3.4 tifnBenis
Similar arguments statea above apply to benefits. For example, over time, without

the Proposed watershed project, soil conditions might deteriorate, erosion might increase,
etc, The analyst has to make sure that theee ches are taken into account. Figure 1
illustrates a typical situation. As noted, at time 0, production is at level X. Rithoet
the project, conditions would deteriorate instil in year n. production would have deoreased
to Y. With the projeot, it is estimated that production will increase to Z. The point to
note here is that both Z minus X and X minus Y are legitimate benefits to be attributed to
the project. Thus, the analyst will not only need to estimate the increase in produotion
which will be possible (i.e. Z-X), but he will also have to cake an estimate of the losses
which will be avoided (i.e. X-Y). Emample 2 illustrates this point.

Application of the "with and without" test also brings out another point related to
benefit identification and valuation (which is also illustrated by Example 2). The point
is that merely because a project changes some physical dimension in a positive wayq this
does not necessarily mean that there is a benefit involved. In FTample 2, the project
starts immediately to reduce the level of siltation in the Sierra reservoir and thereby
increases the effective capacity of the reservoir. However, even without the project the
level of capacity of the reservoir is in excess of demand and will continue to be so for
the next 4 years (see Table 2). Applying the "with and without" test, the analyst can
see that consumption of water (the relevant benefit parameter) will remain the sane with
or without the project for this period (see Cols. 5 exqi 6, Table 2). Thus, the benefits
(losses avoided) due to the project will be zero during the first four years, or until the
capacity of the reservoir without the project would have fallen below requirements for water.
This point applies more broadly to many different types of watershed projects.

The above point relates to the fact that in en economic: efficiency analysis, benefits
have to be measured in terms of Inman consumption. Thus, for example, the hydrologist may
provide an estimate of tons or cubic metres of soil loes that can be avoided by undertaking
a given project. But this information is not enough for an economic analysis. In order to
value the benefits from the project, suoh losses avoided have to be translated into a
schedule of crop or other consumption losses avoided. Thus, agricultural experts have to
come up with a relationship between soil loss and crop production or soil loss and produc-
tion of some other consumption item. This consumption loss can then be valued and used as
the benefit in the economic efficiency analysis.

Most hydrology projects are undertaken by the public sector, the main reason being
that "water" is seldom sold in the market place. While farmers using irrigation are often
required to pay some amoinet for water they use, and households and industries often pay a
nominal fee for domestic and industrial water, in general water is not priced in the market
in the traditional sense,j/ Thus, measures of willingness to pay for water, which are the
appropriate measure of the value of benefits in an economic analysis, are seldom available
(see EAFP, Chapters 2 and 5). Similarly, many of the inputs required for hydrology projects
are often not priced in the market. Thus, it becomes necessary to estimate shadow prices
for such non-market priced benefits and costs. We mention this issue here, since it is
important in the economic analysis of watershed projects. However, the process of shadow
pricing is rather complicated and is discussea elsewhere. The reader is referred to detailed
treatment of the subject in EAFP and in a recent work done for the Organization for Economic
Cooperation and Development. 2/

Y I.e., water prices are administratively set and not determined on the basis of the inter-
action of supply and demand.

2/See OECD (1979)
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3.5 Treatment of Benefits and Costs in Multi le Fiar se Pro'ects

A point worth mentioning here is the need to use care and caution in identifying
costs and benefits associated with multiple purpose projects which haclude a watershed
management element. For example, in some cases, trees planted on denuded lands as part
of a watershed protection or restoration project will also be managed for controlled
harvest for fuel or other products. In such cases, both types of benefits will have to
be included in the analysis. 1/ Proper allocation of tree planting costs to the watershed
benefits and the wood output benefits is difficult. If timber production is the main
objective of the project with watershed protection or restoration as a secondary purpose,
then one practical approach would be to allocate the basic costs to the timber objective.
Any additional oosts of vegetation management to achieve the constraint or watershed
objective would be allocated to the watershed component of the project. Similarly, in
the case of logging road redesign to meet certain watershed constraints or objectives,
the equivalent of the minimum road cost to get the timber out would be attributed to the
timber element, while the additional costs associated with higher standards to meet the
watershed objectives would be allocated to the watershed element.

In the case of a primary purpose watershed project, the cost of tree planting or
other activities would be associated with the primary purpose and benefits, while timber
benefits would be treated as secondary benefits. As mentioned earlier, it is important in
such cases to remember to subtract any secondary costs associated with the timber production
up to the point of valuation of the timber (e.g., stumpage level, delivered log level,etc.).

3.6 giming of Costs and Benefits

Most watershed projects tend to be longer term projects in the sense that the inputs
occur over a considerable period of time and the benefits accrue over an even longer period
of time. Further, benefits and costs are constantly changing over time.

A main problem is to develop a sound estimate of the timing of the benefits.
Restoration projects generally take time to implement. Full productivity is restored
slowly in most cases. For example, if trees are planted on a deteriorated watershed, the
full protective effect on erosion control will take some time to achieve.

In order to keep track of the project assumptions regarding the buildup to project
benefits and costs over time, it is essential to use appropriate physical flow tables and,
ultimately, properly designed value flow tables. (Such tables are shown as Tables 3 and

4 in Example 2 in this paper.)

3.7 Treatment of Uncertainty

Watershed related projects are particularly subject to greet uncertainty in terms
of the values of costs and benefits used. Thus, it is important that project appraisals
include explicit treatment of uncertainty. Neither of the two examples presented earlier
did so, and that is perhaps a typical situation found in most economic appraisals.

There are some simple techniques, such as sensitivity analysis and breakeven
analysis, which can be applied rather easily and cheaply in most cases. Basically,
sensitivity analysis involves varying assumptions concerning the values of key parameters
and then testing the sensitivity of the chosen measures of project worth to such changes.
A breakeven analysis is aimed at identifying values of key parameters which would switch
the profitability of a project from acceptable to unacceptable levels.

1/ Of course, any associated costs involved in harvest will have to be subtracted, if
roadside value for the harvest is used instead of stumpage value.
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4. REVIEW OF UNITED STATES LITERATURE

The previous section provided a general view of some of the main problems to
watch for in carrying out an economic analyeis of a major purpose watershed project
or a project which includes water related considerations as constraints. In the present
section, a brief review is provided of some of the most relevant work done in the
United States dealing with watershed project economics.

The need for watershed management practices developed in the United States
largely because of erosion, sedimentation, and flooding which resulted from (a) over-
grazing of western rangelands, (b) uncontrolled wild fires and (c) careless logging
operations (Bailey and Croft, 1937; Trimble and Weitzman, 1953; Haupt, 1959; Rice
et al., 1963; Packer and Christensen, 1964; and Packer, 1967). Thus early watershed
management practices were synoeymous with protection and restoration (Packer and Laycock,
1969). The protective influence of vegetation on the processes of erosion, flooding
and sedimentation has been recognized for some time. The effects of vegetation and
land management activities on water yield, on the other hand, has been a subject of
considerable misunderstanding. Early thinking on this matter suggested that because
dense forested watersheds were headwater areas of most flowing streams and rivers, such
forest cover was essential to the production of water (Satterlund, 1972). Experimental
evidence has suggested just the opposite. Forest vegetation consumes large quantities
of water by means of transpiration. This results in a loss of water to soil moisture
and streamflow. The inference from such knowledge is that forest harvesting or
vegetation removal in general will tend to increase water yield. This stimulated water-
shed research throughout the United States (Hoover, 1944; Dortignac, 1965; Hibbert, 1965).
The possibilities of watershed management directed towards increasing water yields had
important implications to land management in the waterpoor regions of the United States.

Regardless of whether goals of watershed management are to protect or to increase
the water resource, or both, the first step in economic analysis is to determine dis-
tinctive production functions for various management practicee (Lloyd, 1969). Several
examples of physical relationships or production functions are discussed below in terms
of the following broad management goals: (1) watershed protection and (2) watershed
restoration and water yield improvement.

4.1 Watershed Protection

Vegetation protects soil from the energy of raindrop impact, minimizes overland
flow, and along with the soilbinding benefits of root systems on steep elopes, reduces
erosion, sedimentation and nutrient losses from watershed's (Satterlund, 1972; UNESCO).

e

J ;L52 -

4. REVIEW OF UNITED STATE:> LITERATURE 

The previous section provided a general view of some of the main problems to 
watch for in carrying out an economic analysis of a major purpose watershed project 
or a project which includes water related considerations as - constraints. In the present 
section, a brief review is provided of some of the most relevant work done in the 
United States dealing with watershed project economics. 

The need for watershed management praotices developed in the United States 
largely because of erosion, sedimentation, and flooding which resulted from (a) over­
grazing of western rangelands, (b) uncontrolled wild fires and (c) careless logging 
operations (Bailey and Croft, 1937; Trimble and Weitzman, 1953; Haupt, 1959; Rice 
et al., 1963; Packer and Christensen, 1964; and Packer, 1967). Thus early watershed 
management practices were synonymous with protection and restoration (Packer and Laycock, 
1969). The protective influence of vegetation on the processes of erosion, flooding 
and sedimentation has been recognized for some time. The effects of vegetation and 
land management activities on water yield, on the other hand, has been a subject of 
considerable misunderstanding. Early thinking on this matter suggested that because 
dense forested watersheds were headwater areas of most flowing streams and rivers, such 
forest cover was essential to the production of water (Satterlund, 1972). Experimental 
evidence has suggested just the opposite. Forest vegetation consumes large quantities 
of water by means of transpiration. This reoul ts in a loss of water to soil moisture 
and streamflow. The inference from such knowledge is that forest harvesting or 
vegetation removal in general will tend to increase water yield. This stimulated water­
shed research throughout the United States (Hoover, 1944; Dortignao, 1965; Hibbert, 1965). 
The possibilities of watershed management directed towards increasing water yields had 
important implications to land management in the water-poor regions of the United States. 

Regardless of whether goals of watershed management are to protect or to increase 
the water resource, or both, the first step in economic analysis is to determine dis­
tinctive production functions for various management practicee (Lloyd, 1969). Several 
examples of physical relationships or production functions are discussed below in terms 
of the following broad management goals : (1) watershed protection and (2) watershed 
restoration and water yield improvement. 

4.1 Watershed Proteotion 

Vegetation protects soil from the energy of raindrop impact, minimizes overland 
flow, and along with the soil-binding benefits of root systems on steep slopes, reduces 
erosion, sedimentation and nutrient 10ss9s from watersheds (Satterlund, 1972; UNESCO). 



-153

1972). Conversely, substantial removal of vegetation by fires, &lifting cultivation
(agricultural expansion), timber harvesting, grazing, road construction, or urbanization,
can increase soil disturbance resulting in soil and nutrient losaes from the waterahed,
sedimentation of downstream receiving waters, and more frequent occurrence of floods.
Packer and ',Aycock (1969) summarized impacts of a variety of land uses and indicated
that the density of plant and litter cover were the most important factors affecting
soil erosion and overland flow on range lands. In forestry, poor construction of logging
roads and improper skidding practices can be major causes of erosion and sedimentation.

Because of the undesirable consequences of livestock overgrazing, overpooulations
of wildlife, poor road construction, improper skidding practices, extensive wildfires,
excessive recreation use aod related activities, land management agencies have developed
guidelines to minimize adverse impacts. In some cases, such guidelines are imposed by
law. Limited causeandeffect relationships and hydrologic information are usually
available to establish these guidelines for a specific area. Typically such guidelines
are based on experiments from a few intensively studied watersheds. Such guidelines
usually result in regulations concerning the maximum slope and location for logging roads,
rules for building roads in proximity to water courses, and requirements for the
maintenance of buffer strips of vegetation along water courses to reduce sedimentation
of streams (Lantz, 1971; U.S. Department of Interior, 1970). In some cases (e.g., Korea)
land use laws establish maximum slopes on which land clearing can take place.

Erosiont Sedimentation and Flooding

Erosion and sediment control methods used in eastern and western areas of the
United States have been evaluated by Thronson (1973). Cost data were applied to theoret-
ically predicted soil losses. Over 25 control methods were examined. The principal cost
elements consisted of labour, equipment and materials. Costs per cubic yard of soil
retained by conservation methods were compared with costs of several methods of sediment
removal in stream channels and reservoirs. Annual cost figures were based on control
effectiveness and economic life of each project. Sediment removal was in general found
to be more costly than erosion control. Associated costs such as fisheries habitat damage
and loss of site productivity would be important but were not quantified here. In order
to identify both direct and indirect costs associated with watershed maintenance or
restoration projects, specific examples or case studies will be discussed.

The annual fireflood phenomena in southern California illustrates the importance
of maintaining deeprooted vegetation, in this instance chaparral, on steep mountainous
slopes. Frequent fires in the chaparral wateraheds above the densely populated areas
result in severe flooding and erosion (Rice et al., 1963; Corbett and Rice, 1966;
Packer and Laycock, 1969). The adverse economic consequences of such fires have been
used to justify extensive contourfurrowing and contourtrenching and seeding to minimize
runoff and erosion and to speed up the reestablishment of a vegetative cover. Such
mechanical or structural solutions, although costly, are often the only effective means
to rehabilitate severely eroded, steepsloped watersheds. The costa associated with fire
prevention and other management should be measured against losses of watershed productivity,
costa of sedimentation and losses of life and property in addition to reclamation costs.
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Overgrazing of high elevation watersheds in northern Utah caused substantial mud-
slides and debris-laden floods that resulted in substantial losses of property and life
(Bailey and Croft, 1937; Bailey and Copelund, 1961). These watersheds were subsequently
contour trenched and revegetated. Considerable success was achieved in containing erosion
and to a certain extent, in reducing flash floods. In this example, as with the fire-flood
problem in southern California, the benefits derived from proper watershed management can-
not be entirely quantified in economic terms. For example, values of human lives saved
and wildlife habitat and esthetics damage avoided, cannot readily be quantified.

In some instances natural levels of erosion and sedimentation are excessive and
cannot be controlled with watershed maintenance or restoration projects. Such was the case
in southeastern Utah Where considerable contour furrowing, gully plug emplacement and range
reseeding had little impact on erosion and sedimentation (Workman and Keith, 1975). The
area had been overgrazed in the past, but the extremely high levels of natural or geologic
erosion minimized the impacts of rehabilitation efforts. The purpose of this project was
to establish a more dense vegetative cover to reduce sedimentation of the lower Colorado
River and thereby extend the life of Lake Powell and Glen Canyon Dam. Benefits in terms
of a reduction in municipal water treatment costs downstream of the project were also
evaluated. The project costs averaged US$5.45 to US$13.31 per acre and had project lives
of from 7 to 10 years which resulted in only an 11 percent reduction in sedimentation.
Workman and Keith (1975) looked at minimum possible project costs and compared them with
maximum possible benefits to provide the project with "every conceivable benefit of the
doubt." In this analysis the benefits consisted of (a) avoidance of water treatment costs
of downstream communities with an estimated maximum aanual value of US$49 030, and (b) the
extended flow of goods and services associated with the extension of the lives of Lake
Powell and Glen Canyon Dam, which included irrigation water, electricity, flood control,
and recreation. The total maximum annual value of benefits was US$48 749 030. A benefit
cost ratio was then calculated using a 7 percent discount rate to aggregate future benefits
in present value terms. The present values of benefits in the absence of erosion control
for 200 years was then subtracted from the present value with erosion control. This maxi-
mum present value of benefits was then divided by the cost of treating the entire 1 280 000
acres of frail watersheds. A benefit-cost ratio of 0.12 resulted. Thus, restoration treat-
ments on these frail desert soils in the Upper Colorado River Basin would only return US$0.12
for every $1 spent on treatment.

Green (1971) investigated economic impacts of grazing on erosion and sedimentation in
terms of site deterioration as well as effects on the life of a downstream reservoir in north
central Utah. The Joes Valley ReserVoir, a US$7.5 million project with 62 500 acre-ft.
storage capacity was designed for 8 500 acre-ft. of dead storage for sedimentation. With
an expected life of 100 years, the project was designed to handle sedimentation rates of
about 85 acre-ft. per year on the average. Natural levels of sediment production (approx-
imately 22 acre-ft./year) were determined along with livestock carrying capacity-sediment
production relationships. Reduced grazing levels of 500 animal unit months (AUM's) and
associated range management practices without rehabilitation measures such as furrowing
resulted in reductions of 5 acre-ft. of sediment per year. The removal of 5 acre-ft. of
sediment from the reservoir would cost US$6 630 to US$19 890 which more than compensated
for losses of receipts from grazing of 500 AUM's on federal forest lands. The costs of
contour furrowing levels needed to reduce sedimentation for an 80-year period were also
developed and contrasted to costs of grazing level reduction.
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The costs of site deterioration caused by several different logging systems were
compared recently by Klock (1976) in the Pacific Northwest. Unit cost figures for different
logging systems were considered essential to quantify effects on reduced site productivity
as well as effects on sedimentation, water quality in terms of domestic, irrigation and
esthetic values, fisheries habitat, and need for control structures and associated seeding
of distrubed sites. Costs, although indirect, "... should be added to the direct operational
costs when systems of log removal for a particular forest site are evaluated" (Klock, 1976)1/

Onsite damages of forest lands were estimated in terms of the fertilizer or nutrient
replacement needed to maintain productivity. The following approximation for productivity
damage assessment (FDA) was suggested:

PDA . Area x Erosion dath x (Ltotal Nl_x A x B

Timber Volume Assessed

where: % total N . percent total nutrient, such as nitrogen in the soil

A . fertilizer conversion rate in Pounds of N per pound
of fertilizer

B = cost in dollars of fertilizer per pound per acre.

Such data as inches of soil loss (erosion) per activity, biomass productivity estimates,
and soil nutrient make-up, essential to such an analysis would probably be limited in
most field situations. One could hardly argue with this approach conceptually, however,
in terms of evaluating the effects of erosion on forage or timber productivity because of
the long time period required for natural processes to replenish essential plant nutrients

Downstream damages considered by Klock consisted of (a) detrimental effects on
salmon spawning stream beds and (b) costs of sediment removal from channels by dredging.
Excessive sedimentation not only affects fish directly but also covers spawning beds which
may reduce salmon and steelhead reproduction (Brown, 1974). The value of salmon spawning
streams ranged from US$10 000 per acre in Lost Creek, Oregpn to as much as US$3.0 million
per acre on the Fraser River in British Columbia (Klock, 1976). Costs of sediment removal
on the other hand ranged from US$0.25 to US$18.30 per cubic yard depending on method and
placement requirements for dredge spoils (see Table 5) . A method of assessing sediment
costs per thousand board feed of merchantable timber was suggested as follows:

Sediment cost . Area x Sediment Depth x Removal Cost

Timber Volume Assessed (MBF)

When considering only yarding effects, Klock estimated that one inch of soil loss created
a sedimentation assessment of US$62.53/1000 bd. ft. of saw logs in one case. This estimate
of sedimentation did not even consider road construction which could result in even higher
levels. A summary of Klock's results is presented in Table 5.

A closely related and often mentioned benefit of watershed management in addition
to those previously described, is flood control. The beneficial influence of vegetative
cover, particularly a dense forest cover on overland flow and flooding has been discussed
in some detail by Lull and Reinhart (1972) for the eastern United States. In order to
quantify such benefits for an economic analysis, a flood damage-frequency analysis before
and after removal of vegetative cover by some land use practice should be considered, as
accomplished in flood control project evaluations. However, unless large land areas are
drastically affected, say by wildfires or extensive clearcuts, the discharge-frequency
relationship would show little effect. Even if 30 percent or more of a watershed is

1/ Swanson and McCallum (1969) in a similar study evaluated soil losses from agricultural
watersheds in terms of agricultural output-yield reductions.
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denuded, the effect on flooding frequency would be expected to be more pronounced for
annual maximum peak flows and have little influence on the large destructive floods of
100,-year recurrence interval or greater. Hollis (1975) indicated that paving 20 percent
of a watershed increased the probability of only amall floods of a return period of 10
years or less, but that paving 30 percent could result in a substantial increase in floods
with a 100-year return period. Therefore, the percentage of the watershed disturbed is
a critical factor in estimating effects on flooding potential.

Harr, et al. (1975) found that road construction and poorly designed drainage
systems significantly increased peak streamflow when 12 percent or more of watersheds
were affected in the Oregon Coast Range. With proper culvert design and bridges in head-
water areas, peak flows were not affected. Road construction guidelines as described by

Trimble (1959) and USDI (1970) are typically established to reduce erosion and sedimentation

which in turn minimizes flooding potential. The costs of higher road standards can be

compared to erosion reduction benefits.

A factor that has been observed, yet is difficult to quantify, is the channel
constriction process associated with accelerated erosion and sedimentation. Not only does
sediment tend to accumulate and diminish the capacity of a channel to transmit flow, but
there is a tendency for sediment and debris to build up and form small "detention" dams
within a stream system. Such a debris-dan system is perpetuated by several "average" flow

years. The consequence of both factors is that when a less frequent but more intense storm
and resultant stream discharge occurs, either (1) flood waters escape the sediment filled
channel much more quickly than before or (2) the buildup and wash out phenomena of a cascade
of sediment and debris dams may accelerate the velocity, increase the total discharge over
a shorter time interval, and increase the debris-carrying capacity of the stream. The
consequences are greater damages downstream. Therefore, the erosion and sedimentation
factors may be important in flood damage from wildland watersheds just as the "quick
response" direct runoff which occurs from a denuded watershed.

4.3 Water Quality Considerations

In order to ascertain the benefits of watershed managment practices for the purpose
of maintaining a high quality water yield, the value of such high quality water has to be

estimated. One approach may be to consider the environmental impacts of water pollution
from land management practices. Unger et al. (1973) considered environmental impacts of
water pollution in terms of health, estgaics, and production. The economic cansequences
of water pollution under the health category include medical service demands, loss of man
hours because of illness, human life lost, or the costs of making water supplies safe for
human consumption. Impacts on esthetics may be reflected in terms of private property
devaluation, alterations of recreation opportunities or social values of "quality of life".
Other economic consequences include changes in industrial water treatment costs, changes
in types of industries and employment, regional and area dislocations, input costs, income
redistribution and final product prices. Jordening and Allwood (1973) also considered both
on-site and off-site costs of water pollution. Costs of water pollution were considered
in terms of opportunity costs, damage costs and reduced efficiency of productivity or
increased production costs. The costs of water pollution were then schematically compared
to the costs of water pollution control as illustrated in Figure 2.

For industrial and municipal water quality evaluations the sources of pollutants,
technology of water treatment, and costs are easier to evaluate than the "non-point"
'sources of pollutants from activities on wildland watersheds. Although most previous
research has focused on management impacts on erosion and sedimentation, several studies
have indicated significant impacts of land use activities on stream temperatures and
nutrient levels of receiving waters. (These effects are included in the water "quality"
category). Such studies have resulted in the establishment of management guidelines.

" 
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"Buffer strips" or streamside vegetation of a specified width have become requirements in
timber harvesting operations to minimize impacts on stream temperature as well as sedi-
mentation. Brown and Krygier (1970) reported that removal of streamside vegetation can
raise water temperatures above acceptable levels for the survival of salmon and steelhead
trout. Maintaining buffer strips along stream channels involves a pollution abatement
cost equal to the value of timber withdrawn from harvest and any increased costs of harvest.
Dykstra and Froehlich (1976) evaluated stream protection costs in Oregon and found that
maintaining buffer strips 55 and 150 feet wide along stream channels resulted in timber
volume foregone of 0 to 6 and 6 to 17 percent, respectively. Buffer strip requirements
for protecting water quality may result in a significantly larger land base requirement to
produce a given volume of timber. Such costs need to be compared with the benefits before
deciding on regulations.

Dykstra and Froehlich (1976) also contrasted costs of removing debris from channels
following timber harvesting operations with buffer strip costs. The removal of debris
from channels following harvesting was reported to cost from $100 to $500 per 100 feet of
channel, depending on the stream gradient, width and quantity of debris. Such oosts repre-
sent "costs of pollution" in Figure 2.
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Table 5

Some cost estimates of tree removal per 1 000 board feet of merchantable lumber

for several yarding systems used in the fire-affected study area

System
Erosion Direct cost 1/ Indirect assessment

Productivityl Sedimentation
Total
"cost"

Inches Dollars-

Tractor, slopes 0-30% 0.20 34.85 3.30 12.50 50.65

Tractor, slopes 30-50% .80 34.85 10.60 50.00 95.45

Tractor (over snow),
slopes 0-40% .08 38.60 1.50 5.00 45.10

Cost figures are for timber delivered at the mill for each yarding method used in the
study area and were provided by Pack-River Lumber Company, Peshastin, Wash.

Source: Klock, 1976

4.4 Water Yield Improvement

Since the 1928 study at Wagon Wheel Gap, Colorado which indicated that cutting
forests can increase streamflow (Bates and Henry, 1928), considerable research has been
conducted throughout the United States to quantify the water yield response to vegetation
removal for various climatic regimes and vegetation types. Early emphasis was on increasing
water yields by vegetation management in water-poor regions of the country such as Arizona
(Barr, 1956). The potential for increasing water yield by vegetation management was also
of interest in the eastern United States where water shortage problems often occur during
certain times of the year. Several studies focusing on water yield increases have been
conducted in the East (Hewlett and Hibbert, 1961; Reinhart, et al., 1963; Lull and Reinhart
1967). Water yield results from vegetation manipulation studies on experimental watersheds
throughout the United States have been summarized by Dortignac, (1965), Hibbert (1965),
Hoover (1969), and Packer and Laycock (1969). The results of intensive research in the
central and southern Rocky Mountains by the U.S. Forest Service concerning the potential
of water yield increases in all major vegetation types have been documented in a series of
"status-of-our-knowledge" reports (Hibbert et al., 1974; Ffolliott, 1974; Ffolliott and
Thorud, 1974; Rich and Thompson, 1974; Baker, 1975; Ffolliott and Thorud, 1975; Leaf,1

1975a and 1975b; Orr, 1975; Sturges, 1975; and Springfield, 1976). A good Laformation
base has thus been established in the Rocky Mountain region which should provide insight
into physical relationships and responses to management schemes to allow for economic
evaluations of various product-mix alternatives.

Most of the above mentioned studies indicated that reductions in forest vegetation
or conversion from deep-rooted species to grass vegetation resulted in increased water
yields. Reforestation decreased water yields. Knowledge of water yield responses for all
vegetation types and climatic regions has not been determined; however, rough estimates of
water yield response can be estimated from previous studies. As Satterlund (1972) indicates
a question which needs to be answered before management practices become implemented is
"what balance between water and other goods and services is desirable?"

Cable skidding 1.50 35.00 17.00 93.80 145.80

Skyline (Wyssen) .04 52.73 .80 2.52 56.05

Helicopter .04 74.98 .80 2.52 78.30
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In order to answer such a question, estimates of multiple-use production relationship,
including supplementary, complementary and competitive relationships need to be identified
and costs and benefits determined for each alternative.

When wildland watersheds are to be managed with increased water yield as a goal, it
is essential that water yield responses be evaluated in a multiple use framework. Such an
analysis is needed for economic studies because costs and benefits of management schemes
cannot be determined if the physical responses (production functions) of auch management
are not known. As pointed out by Clawson (1974), compatible and incompatible uses of land
must be identified and tradeoffs quantified. For example, when the output of one product
is increased what effect does it have on other outputs or services. Some of the more
recent investigations have attempted to quantify such relationships.

O'Connell and Brown (1972) developed production functions for ponderosa pine water-
sheds in north-central Arizona by evaluating effects of different levels of strip-cutting
on water yield (acre-ft.) wood (bd. ft.), herbage (Lb), and sediment production in tons.
The results are summarized in Table 6.

Ffolliott and Thorud (1975) provided an extensive and detailed summary of water
yield improvements for the following vegetation zones in Arizona: alpine, mixed conifer,
aspen, ponderosa pine, pinyon-juniper, chaparral, grassland, desert shrub, and riparian
association. The mixed conifer, ponderosa pine and chaparral vegetation zones were con-
sidered to provide the greatest opportunities for water yield increases. Twelve alternatives
for state-wide water yield improvement were contrasted. Two of these alternatives are
shown in Table 7 for illustrations For each vegetation zone, water yield improvement
opportunities as a result of various levels of clearing were examined. In addition, timing
and peakedness of streamflow, erosion and sedimentation, water quality indicators, timber,
herbage (forage), fish and wildlife, and recreation opportunities were also considered
where appropriate. Thus the basic production function elements needed for a product mix
evaluation and economic analysis were presented for each vegetation zone.

Even in vegetation zones where water yield (quantity) improvement opportunities do
not exist, the management decision should consider impacts on water quality, regimen and
soil erosion. Table 8 indicates in general how various land-use or management activities
may affect water yield characteristics. Obviously many assumptions are implied, but it
may be useful in an initial assessment of components of &multiple product mix for any
given area. For economic analysis, however, such relationships need to be quantified both
in terms of physical response and in economic value.

Satterlund (1972) discussed earlier work by Worley and Miller (1969) in which only
two products, timber and water, were evaluated with the goal of increasing water yield
without decreasing timber yield. The product-product relationship for various management
alternatives is shown in Table 9. baro outputs, timber and water were contrasted. The
basis of selecting the management alternative was that first the alternative must be
better in at least some aspect with no reduction in the other. Alternatives 6 and 7 are
thus best. The decision to implement 6 versus 7 depends on whether the value of water
is worth U5S5.50 per acre-ft. ( (USS3.50-4.50) + (0.40-0.22 acre-ft.) ).
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Table 6

Estimates of Average Annual Production of Different Levels of Strip
Cutting of Ponderosa Pine in Arizona

Production Percent Strip Cut

Produotion is average annual increase per acre over the existing management
level for a 90.-year period.

Source: O'Connell and Brown, 1972

Table 7

Alternative Water Yield Improvement Schemes by Vegetation Manipulation

Mixed conifers convert 1/3 . 8 273 ac. ft./year

Ponderosa pine clear 1/3 . 342 999 ac. ft./year

Chaparral convert 40% . 251 289 ao. ft./year

Total. 602 561 ac. ft./year

Mixed conifers convert 2/3 . 41 370 ac. ft./year

Ponderosa pine clear 2/3 . 685 997 ac. ft./year

Chaparral convert 60% . 502 577 ac. ft./year

Total = 1 229 949 ac. ft./year

Source: Ffolliott and Thorud, 1975

(Avg. Annual Inc. Per Acre) 33 60 100 (clearcut)

Water (ao. ft.) 0.08 0.12 0.16

Wood (bd. ft.) 160 116 36

Herbage (lb.) 150 225 825

Sediment (tons) 0.07 0.04 0.02

(Avg. 
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Table 8

Relative effects of watershed activities on water yield characteristics

Water Yield and Related Characteristics

Watershed Management
and Related Land Use Quantity of Soil Loss

Activities Water Yield Erosion

Water Quality Indicators
Disease Org.
& Colifirm

Flooding Timing of
Streamflow

Dissolved Sedi-
Temp. Oxygen Nutr. ment

1.

2.

Grazing

Timber cutting:

+ + 0 - + + + + + (?)

Thinning + + ? ? .2 ? O + + (?)

Clearing + + + ? ? ? 0 + +
1.-

3. Road construction + + ? + + 0 +(?) +
1-1
a.
I-.

t
4. Herbicide applications + ? +(?) ? + ? 0 ? +

5. Fire + + + - ? + 0 + +

6. Recreation use ?(+) + ? - + + + +(?) +

7. Conversion from trees or
brush to grass + +(?) +(?) ? ? ? 0 + +

8. Conversion from grass to
brush or trees

9. Urbanization

Expected responses: + . increase,- = a decrease, ? . questionable effect; and "0" indicates no effect expected.
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Table 9

Relationships between water yield and timber yield for selected management
alternatives.

Source: Worley and Miller, 1969, as presented by Satterlund, 1972

Management Alternative

Annual Yield Per Acre

Timber ($) Water ,Acre-ft.)

1. Harvest only, clearcut 3.5 0.20

2. Harvest only, shelterwood 3.7 0.18

30 Commercial thinning, clearcut 4.0 0.22

4. Commercial thinning, shelterwood 4.5 0.20

5. Pre-commercial thinning, clearout 4.0 0.24

6. Pre-commercial thinning, shelterwood 4.5 0.22

7. Convert moist sites to grass and pre-
commercial thinning, clearcut remaining
timber... 3.5 0.40

8. Ibid, shelterwood 3.8 0.32
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Realistic evaluations of management alternatives for increasing water yield on wild -
land watersheds should involve a multiple-product analysis far more complex than the pre-
ceeding examples. Brown (1976) illustrated a procedure for analyzing multiple-product
alternatives (Figure 3). As discussed by O'Connell (1971), to properly model the economics
of management of multiple resources: (1) value and cost data should be determined by sound
methodology, (2) local, regional and national impacts should be evaluated on the basis of
income, employment, social and political criteria, (3) negative and positive effects on
market and non-market outputs should be included, (4) marginal and incremental analysis
should be used throughout, (5) a series of benefit-cost ratios should be determined for
each alternative, and (6) "an economic optimum mix is obtained when the marginal rate of
substitution is equal to the inverse ratio of the prices." A detailed economic analysis

of the 8.4 million acre Salt-Verde watershed in central Arizona was conducted with the

above factors in mind (Brown, O'Connell and Hibbert, 1974; O'Conne11,1974).

Figure 3. Alternative Analysis Procedure
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The purpose of the SaltVerde study was to determine the economic feasibility of
converting chaparral vegetation to grass in order to increase water yield and forage
production for livestock, and to reduce the costs of firefighting (Brown, O'Connell and
Hibbert, 1974). Costs of several methods of conversion were determined. Primary costs
and benefits estimated over a 50yeax period were expressed as present value (PV):

50

PV = Y/41+i)t

t=1

where:
Yt=

cost or benefit in year t

i . discount rate (6 7/8 percent as recommended by U.S. Water
Resources Council, 1973)

t = time in years

Present management was then contrasted to the various alternative impacts on water
runoff, forage production, fires, recreation, soil losses, wildlife and esthetics. Each
of these products was evaluated as follows:

In the estimation of runoff increases, evapotranspiration and
transmission losses which occur before increased water could reach
downstream reservoirs were considered (such losses are difficult to
quantify and are seldom evaluated in water yield studies). Values
of increased water yields were considered for (a) the increased
period of streamflow for livestock and wildlife, (b) additional water
for hydroelectric power generation downstream and (c) additional water
for irrigation.

Forage production was valued in terms of increased carrying capacities
for livestock.

The benefits derived from lower firefighting costs were calculated by
subtracting costs after conversion from costs before conversion where costs
were estimated by:

C. N.,p,c
11CK7 k

where: C.= annual firefighting costs for each area;

N.= average annual number of fires for each area;

k . U.S. Forest Service fire classes, A, B, C, D and E

Pk= average proportion of fires in size class k for all areas

ck= average suppression cost of a class k fire for chaparral or
grass fires.

The effects of chaparral conversion on recreation were estimated in terms
of impacts on "travel time and distance from population centres, vehicle
accessibility and recreational opportunities". Improved recreational oppor-

tunities increased quantity and duration of streamflow at downstream riparian

reoreatibn sites, ihdreased access to ponderosa pilie areas for-foot traffic,
and improved hiking and rock hunting conditions were estimated for conversion
practices. The values of such benefits, however, were not presented.
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Wildlife habitat was considered to be improved if conversion was
limited to extremely dense stands, if no more than 50 percent of a
stand was converted and if converted portions were in small openings
spread throughout the stand. Again dollar values were not attached
to such benefits.

The effects of different conversion methods and patterns were
evaluated on esthetics but were not quantified.

Brown, O'Connell and Hibbert (1974) looked at conversion alternatives for 139 areas
from both the benefit-cost ration (B/C) approach and the benefit-cost difference (B-C)
which gives a measure of net benefits. Because of the recognized uncertainties in
estimated changes in water yield, forage production, and incidence of wildfires, benefit
cost analyses were performed using "...the lowest reasonable estimates of the above benefits."
The results of their analysis are summarized in Table 10. Problems with auch benefit-cost
or net benefit analysis are encountered when dollar values cannot be attached to some of
the benefits or costs.
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Gross Return ($) 4.49 3.34 5.18

Cost (1) 1.98 1.95 3.31

NonValue Determined impacts
(long term average impacts)

Recreation some areas +, other no effect

Soil 0 or + with proper mgt., negative with
improper mg-t.

Wildlife habitat with proper mgt., negative with improper mg-t.

Esthetics + or negative

Annuity . PV i (1i

Source: Brown, et. al., 1974
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Table 10

Average annual impacts (before conversion minus after conversion)
for chaparral areas with B/C greater than one.

Alternative I Alternative I Alternative II
Impacts (best estimate) (low estimate)

Net Return ($) 2.51 1.39 1.87

Value Determined impacts/acre

Water (acreft, offsite) 0.21 0.23 0.26

Forage (AUM) 0.22 0.06 0.24

Fire ($) 0.34 0.09 0.40

Economic effects (annuity)1/

Table 10 
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5. CONCLUSIONS AND RECOMMENDATIONS

The present paper presents an overview of some special problems associated with
economic analyses of watershed projects. No attempt is ¡nade to provide systematic,
detailed guidelines for project analysis, since these are covered in FAO's Economic
Analysis of Forestry Projects (EAFP). The paper presents some examples and case studies
of economic analyses of watershed projects and provides insights into how the analyst can
consider watershed elements when they are imposed as constraints on projects that have
other goals (e.g., wood production). The paper also surveys experience from the United
States related to watershed project cost and benefit identification, valuation and

comparisons.

A question remains: What lessons and conclusions can be drawn in terms of how
the economist can work more effectively with hydrologists, foresters, agromists and other

technical specialists in attempting to provide improved analyses of watershed projects?
Based on the discussion in this paper and a review of a. number of watershed project
appraisals it would appear that following points are relevant in answering this question:

In general, it would appear that the weakest link or the major problem in

carrying out an appraisal of a watershed project relates to the identification and
quantification of the physical inputoutput relationships and the costs and benefits
involved. Once costs and benefits have been appropriately identified and ouantified in
physical terms, there do not appear to be any special problems invofired in valuing them
and comparing them in terms of the measures of project worth commanly used. With regard
to this point, it would appear as is indicated in a review of U.S. experience that

there are a lot more data available on inputoutput relationehips than iu gaaerally thought
and used in projects. The problem is that very little has been done to bring this informa-
tion together in a practiced form that can be used by the general project planner. Thus

there is a need to spend a lot more time and effort in developing comparative studies and
translating highly technical information into practical guidelines that can be used by
project planners.

We fully reoognize that the technical specialist and researcher may argue that each
case is a different one and that it is impossible to transfer the experience from one
situation to another situation. While we agree that there is seldom a situation where
experience from one project fits perfectly the conditions for another project, we also
suggest that most analysts are dealing with averages and orders of magnitude in their
attempts to analyze new projects, particularly in developing countries.

Economists and the other technical specialists have to interact at all stages
in the project planning process, for the economist cannot carry out an economic analysis
unless he has the basic physical inputoutput information on which to base his analysis.
The economist haz to make known at an early stage his information needs. If he does not,
then he can rightly be criticized. However if he has made his needs known and the appropri-
ate information is not made available, then the primary responsibility for generating the
needed information lies squarely on the shoulders of the hydrologist and other technical
specialists. This is not within the economist's area of competence. His main responsibil-
ity starts when the ammarkELI information haz been generated. We stress the word

"apPrOptiate" since in a number of cases it has been observed that a great deal of information
has been accumulated for a project, but it is not the right information for the purposes of
quantifying and valuing costs and benefits. Thus, for example, it is not enough to have
information on average per ha. soil losses under various conditions. The agronomist and
soil experts must make a specific link between soil loss and crop loss, for benefits in this
case have to be specified in terms of oonsumption losses avoided. We do not "consume" soil2
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we consume the products grown on it. In order to value such product losses avoided through
implementation of a watershed project, we will need to link soil loss to crop production
changes. The same agrument holds for other types of relationships. Previous examples in
this paper illustrated this point for several types of watershed projects.

With the above in mind, we strongly recommend that if an economic analysis is to
be carried out for a watershed project then the economist should be included in the planning
process at an early stage so he can make his information needs known. It may well be that
the information he needs cannot readily be generated with available time and funds. In
such cases, it will not be possible to carry out an economic analysis that considers both
costs and benefits. Rather, the economist will have to stick to a costeffectiveness
analysis or some other types of partial analysis. Or, at the extreme, he will have to
state that an economic analysis is not possible, given the present state of knowledge and
data availability. However, at this point we should stress again that, in many cases,
more information is available than is generally thought and used. It would be well worth-
while to spend some time and effort on bringing together such information in a readily
understood and accessible fashion.

In the present paper we have attempted to review some of the technical and economic
elements involved in watershed project planning. There are a number of detailed references
which provide insights into specific aspects of watershed project planning, mainly from the
technical point of view. These are cited in the paper and included in the list of references.
A more thorotigh integration of the available technical information with the economist's
approach to project analysis is needed.
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APPENDIX 1

WATERMED MANAGEMENT OBJECTIVES RELEVANT POR DI.LbERENT CLIMATIC REGIONS

The following table presents a general view of the variety of watershed
management objectives which may be relevant for different climatic regions. Obviously,
there are exceptions to such a generalized ranking. But it does indicate some general
considerations. Specific site characteristics and other factors such as proximity to
population centers and level of economic development may in some situations reorder the
watershed management priorities listed. For example in a "midlatitude mixed forest
with abundant rainfall and water supplies, the management of municipal watersheds for
maintaining or perhaps increasing the quantity of water yield to satisfy the demands
of an increasing population mar be a major objective. Conversely, the goal of
increasing the quantity of water in many desert ecosystems may be unrealistic from a
watershed management viewpoint because of the lack of opportunities to do so.
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Climate1/

SUGGES1bD IMPORTANCE OF WATERSHED MANAGEMENT OBJECTIVES FOR DIFFERENT CLIMATE - VEGETATION
REGIMES OF THE WORLD.

Typical
Annual

Precipitation

(cm)
Increase

Comments Quantity

WATERSHED MANAGEMENT OBJECTIVES 2/
Drainage Minimize Improve Minimize

Reduce of Erosion & Water Wind
Flooding Wetlands Sedimentation Quality Erosion

2 1

2 3

2 4

2 4

2 4

2 4

2 3

2 4

2 4

2 4

Y As classified by Rumney (1968); Polar ice cap and tundra climates were not considered in this analysis.

Y Objectives: 1.Primary; 2=Secondary; 3=Usually not of major importance; 4.Little or no importance. It should be noted
that such objectives are highly dependent upon infiividual watershed characteristios including topograOhyt slopar and
soils and other factors such as land use, population and level of economic development.

Y Although the goal of increasing water supplies in desert areas is of top priority, watershed management opportunities
for increasing water yield and extremely limited and, therefore, not considered a primary objective of management.

Boreal Forest 25 to 75 6 months below 3
freezing

Mid-Latitude 50 to 200 hot summers 2

Mixed Forest cold winters

Mid-Latitude Coastal 40 to 500 mild, humid high 3
Evergreen Forest winter precip.

Mediterranean 40 to 90 warm, dry sum- 1

Scrub Woodland mers wet winters

Mid-Latitude Steppe 25 to 85 wet, hot summers 3
cold winters

Desert 0 to 25 evapotranspir- 2 2/
ation exceeds precip.

Tropical Rain and 165 to 760 rainfall evenly 4
Semi-deciduous Forests distributed, warm,wet

Tropical Savanna and 75 to 130 pronounced wet 2

Thorn Scrub Woodland and dry periods

Mountain
Precipitation limiting in generally an 1

adjacent areas variable increase in
Precipitation abundant

variable
precip. with 3
elevation

3 2 4

1 2 4

1 2 4

2 3 3

1 2 2

2 3 2

1 3 4

1 2 3

2 2 4

1 2 4

SUGGESTED I MPORTANCE OF liATERSHED MANAGEMENT OBJECTIVES FOR DIFFERENT CLIMATE; - VEGETATION 
RECIMES OF THE WORLD. 
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Mixed Forest 

Mid-Latitude Coastal 
Evergreen Forest 

Mediterranean 
Scrub Woodland 

Mid-Latitude Steppe 

Desert 

Tropical Rain and 
Semi -deciduous Forests 

Tropical Savanna and 
Thorn Scrub Wood l and 

Mount ain 

Typical 
Annual 

Precipitation 
(cm) Comments 

25 to 75 6 months below 
freezing 

50 to 200 hot summer s 
cold winters 

Increase 
Quantity 

3 

2 

40 to 500 mild, humid high 3 
winter precipe 

40 to 90 warm, dry sun;- 1 
mers wet winters 

25 to 85 

o t o 25 

wet, hot summers 3 
cold wint ers 

evapotranspir­ 2Y 
ation exceeds prec i pe 

165 to 760 rainfal l evenly 4 
di stributed, warm,wet 

75 to 130 pronounced wet 
and dry periods 

2 

- Prec ipitation limit ing in gener a l ly an 
increase in 
preci pe with 
elevat ion 

1 
ad j acent areas vari able 

- Prec ipitation ab\Uldant variable 3 

WATERSHED MANAGli!MEIi'.l' OBJECTIVES 2/ 
Drainage Minimize Improve 

Reduce of Erosion & Water 
Flooding Wetlands Sedimentation Qualit y 

2 

2 

2 

2 

2 

2 

2 

2 

2 

2 

3 

4 

4 

4 

4 

3 

4 

4 

4 

3 2 

2 

2 

2 3 

2 

2 3 

3 

2 

2 2 

2 

Y As classified. by Rumney (1968); Polar ioe oap and tundra olimates were not considered. in this analysis. 

Minimize 
Wind 

Erosion 

4 

4 

4 

3 

2 

2 

4 

3 

4 

4 

Y Obj ectives : l-Pri.mary; a.Seoondary; 300Usually not of major importance; 4o-Little or no importanoe . It should be noted. 
that slWh objectives are highly dependent upon individual watershed oharacteristios inoluding to!>"srap/ly, 0010 _ _ 
soils and other factors slWh as land use, population and level of economio development. 

~ Although the goal of inoreasing water supplies in desert areas is of top priority, watershed. management opportunities 
for increasing water yield and extremely limited. and , therefore , not considered. a primary objeotive of management. 
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Definitions
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FRR - Financial Internal Rate of Return

NPW - Net Present Worth

PV - Present Value
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1. INTRODUCTION

Forestry projects nearly always involve a number of years between the time when the

first project investment is made and when final outputs (benefits) from the project occur.

Usual practice in appraising such projects is to calculate some measure(s) of project worth

that take time into account. The most common measures calculated include the net-present

worth (NPW) and the internal rate of return (ROR). Both these measures are discussed in

Chapter 9 of Economic Analysis of Fbrestry Projects...1/, in terms of both financial and

economic analyses.

The purpose of the present paper is to explore in more technical detail solutions

to some common problems encountered in using discounting and compounding formulas and pro-

cedures.

Specifically, the following three questions are dealt with in some detail:

How should years or time intervals be defined and designated in project

analyses? What mistakes commonly occur when years (time intervals) are

improperly defined, and how can the common errors be avoided?

How should inflation be treated and how can we best treat situations where

both growth rates and discount rates have to be treated simultaneously

(e.g., real prices for timber may be increasing at 3 percent per year and

we are usine a 10 percent discount rate to calculate present values for a

particular investment analysis)?

Finally, we touch on the question of the importance of uncertainty concerning

future values (costs, prices, physical magnitudes) depending on a) the

period to which the uncertainty refers and b) the discount rate used for

present value calculations, or the estimated internal rate of return of

the project.

2. PROPER DESIGNATION AND TREATMENT OF TIME INTERVALS

Conventional investment analysis is oarried out on an annual basis, with rates of

return expressed in percent per annum on a compound basis. Costs and benefits which occur

at any time during a given year are presumed to occur at a single point in time, conven-

tionally, at the beginning of the year. A year can be defined to begin on any date, i.e.,

January 1, April 1, June 15, etc. Often in forestry a "year" begins on the day of planting

or some other initial investment activity. It is only by convention that a period of one

year generally is chosen as the time interval for investment analysis. It would be equally

valid (and perhaps slightly more accurate) to choose a shorter period, such as one quarter

or one month. However, it is unlikely that the added complexity would be justified, except

perhaps for short-term projects at extremely high discount rates. Cash flow tables normally

also are constructed on an annual basis, as is illustrated by Table 1, for a one hectare

fuelwood plantation in Korea. 2/

y FAO Forestry Paper No.17, FAO, Rome, 1979, hereafter referred to as EAFP.

See Case Study No. 2, in Economic Analysis of Fbrestry Projects: Case Studies. FAO
Fbrestry Paper No. 17, Supp. 1, FAO, Rome, 1979.
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201 Designating Tears in Project Anal:i0A

There is no single convention regarding the designation of year numbers in investment

analysis. Consequently, some confusion arises in practice, which often leads to errors in

analysis. In the case of forest plantation projects, the age of the stand of trees (the

number of years since planting) has often been used as the basis for numbering years when

planting occurs in the initial investment year. Thus, the initial investment year would be

labeled "zero". In such cases the oash flow table year designation and the age of the

plantation would coincide. Often site preparation or other costs attributable to a new

plantation occur one or more years before planting. Thus, using year designations corres-
ponding to the age of the plantation wpuld involve the use of negative years (for investment

costs occuring one or more years before planting). While such designation would not affect

the reeults of the analysis, it could lead to unnecessary confusion among persons reviewinE

the work.. The convention recommended here is to designate years according to the age of

the initial investment outlay for the project, with year "zero" as the "first" year of the

investment project. In general terms, "year n" is the (n+l)th year" in any analysis.

In many cases the project analyst does not "write up" the appraisal report. Instead,
another person "back in the office" is assigned the task. Therefore, confusion over the

designation of years is often not exclusively confined to those who read the appraisal

report, but rather it surfaces within the appraisal report due to inconsistency in the

designation of years by two or more individuals who work on the appraisal.

In the Kbrea fuelwood project (Table 1) the beginning of year zero corresponds to

the date of planting, since no investments took place prior to the year of planting.

Therefore, the age of trees removed at final harvest is 20.

The calculation of the net present worth (NPW) of a project is made easier by

designating the first year of the investment (project) as year zero. Since NPW is normally

expressed in terms of the first year (the "present" in terms of the project decision), the

year number automatically corresponds to the number of years for which the net benefits

(costs) need to be discounted. Each net benefit (cost) in Table 1 can be multiplied by

the discount factor,
1

, where (i) equals the annual interest (discount) rate and
(1+i )n

(n) equals the year number shown in the column heading) to obtain the present value for

each net benefit (cost) entry. The NPW of the Korea project (the BUM of each year's net

present value) at a 10 percent discount rate equals W170.0 thousand.1

2.2 Treating Equal Annual or Periodic Costs and Benefits

When a net benefit (cost) occurs annually or on a regular periodic basis for a

sequence of years, the use of formulas to calculate the present value of such benefits or

costs greatly simplifies the determination of the NPW, since the number of calculations is

reduced. Table 2 summarizes the formulas needed to calculate the present and future values

of annual and periodic "payments". Y The formulas in Table 2 are labeled based on the

y See EAFP, Chapter 9, for further discussion of NPW calculations.

2/ By convention these formulas are titled "payment" formulas. The word "payment" describes
a sequence of two or more equal costs or benefits which occur annually or periodically.
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assumption that interest rates are expressed and compounded on an annual basis. An amount

of time other than one year could be used. The periodic formulas assume that two or more

years (or other specified equal lengths of time) separate payments. The derivations of

the formulas in Table 2 are presented in Appendix 1. The application of the present value

formulas is illustrated below, using the Kbrea example.

2.3 "End of Year" vs. "Beginning of Year" Designations

"End of year" designations imply that annual payments start one year from the present

and that periodic payments start one period from the present. This is equivalent to saying

that annual (periodic) payments start at the beginning of the second year (period).

"Beginning of year" designations imply that annual (periodic) payments begin immedi-

ately and at the beginning of each sucoessive year (period).

In both cases, in terms of discounting or compounding, the beginning of one year

(period) is considered equivalent to the end of the previous year (period).

The only significance of destinguishing between "end" and "beginning" of year pay-

ments relates to the first year (period) of an annual(periodic) series of payments. More

specifically, it is only of concern when the analyst uses one of the formulas for present

value of an annual (periodic) series of payments. However, use of these formulas is

common in forestry projects (e.g." calculating soil expectation valuas, present value of

annual taxes, protection costs, etc.) so the difference is worth noting and is explained

in more detail below...Y

Quite often one encounters investment analyses where the first year is labeled

"year 1" and the values (net benefits or costs) for that year are discounted back one year

to arrive at NPW. The implicit assumption in such cases is that the analyst is using an

"end of year" approach, i.e., assuming that any payment in a given year oocurs at the end

of that year. As explained above, we prefer to use the beginning of year assumption in

assigning costs and benefits. Thus, we label the first year as "0" and do not discount the

net benefit or cost value occurring during that year Either approach can be used and will

provide correct results, so long as the assumption is aopropriately stated. It is a simple

matter to adjust from one to the other.

y A common mistake in forestry is to estimate an annual land rental equivalent (A)

of a given land value (V) by applying the formula A = V(i) where i equals the

discount rate. In this case the assumption underlying the formula is that rental

payments start one year from the present (i.e., end of first year or beginning of

second year). In reality, rental payments would start at the befinning of the first

year, and the appropriate formula would be A = V(i)/(1+i). Other common mistakes

have been identified. Appropriate treatment of annual and periodic series are dis-

cussed in the following paragraphs.
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DISCOUUF;D ANNUAL [1 + (1+1)' - ~., (1+1)0+1 -1 ~ + ~J ., [1:1J PAYHENT FACTOR 1(1+1)" l{1+1)n i(l+i)n 

COKPOlr.iDED ANNUAL [(1+1): -1 n.a . e+1)' + (1+1): -~ " [(1+1) ~' _ ~ PAnsJ'.lli PActOR n.a. . 2. 

I ... 
[ 1(1+1). ] . 0> 

'" AlINUAL CAPITAL 
R[t:OVl:ltY FACTOR (1+1)° - 1 

n.a. n.a. D.a. I 
,. 

A.:I~UAL S IN'ltINC [(1+1): -1 ] n.a. ftnm FACTOR 
D •• • n.a. 

4. 

[ (1+1)" - 1 J [(1+1): - ,J [ (1+1) (0+1), -1 J I b (1+1)' ~ OISCOUNTED PERIODIC 
PATMEln FACTOR (l+U nt [(l+U t _ ~ (Hunt [(1+1)t. - IJ (l+U t 

- 1 
5. 

C(»{POUNDED PElIODIC ['Hi)" -~ ['1+1) (0+1), _ ~ 
PAt~T FACTO. (1+1)t - 1 

D ••• D. a. 
(1+1)t _ 1 

6. 

i rate of interest (discount) in decimal form 
n = number of years or periods until last payment 
t numbe"r " o-f -ye~ir's betw-een I;eriod"ic payments 
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2.4 EsiEg "End of Year" Annual Payment Formulas

The NPW for the Korea project cash flow (Table 1) as derived above was obtained by

discounting each year's net benefit (cost). A muoh easier method is to apply the finite

discounted annual payment factor for a payment beginning in one year (row 19 column 1 of

Table 2) to the year 1-2 net costs and the year 7-19 net benefits. These discounted values
are expressed in terms of the year prior to the start of the net benefits (costs),

i.e09

years 0 and 6, respeotively. The discounted value of net benefits for years 7-19 must be

further discounted for 6 years to arrive at present value. The other 6 individual net

benefits (costs) are discounted individually as before. Calculations are shown in Table 3.

Step by step explanations of the procedures used in Table 3 are presented in Appendix 5.

2.5 Using "Beginning of Year" Annual Payment Formulas

Another equally valid way to calculate the above NPW would be to use the finite

discounted annual payment factor for a "beginning of year" payment (row 1, column 3 of

Table 3) for the same two sequences of annual payments. This method is shown in Table 4.
Only columns 3 and 4 have changed from Table 3. The discounted values Shown in column 4
of Table 4 are expressed in terms of the year in Which the payments begin, not in terms of

one year before the payments begin, as was the case in Table 3. Each method (Table 3 or
Table 4) gives the same NPW, and it does not matter which method is used. However, it is

obviously necessary to distinguish between the two methods. One of the common errors in

financial or economic analysis of forestry projects is the failure to make such a distino-

tion9 which often leads to the use of the wrong number of years for discounting.

The distinction between the twe designations can be put in another way. When using

"end of year" designations, the present value of a series of annual payments starting in

year n+1 will be expressed in terms of present value in year n. When using "beginning of

year" designations, the present value of a series of annual payments starting in year n+1

will be expressed in terms of present value in year n+1.

2.6 Using "Periodic" Payment Formulas

To illustrate the use of periodic payment formulas, another example can be used.

The cash flow is presented as Table 5. Two sets of periodic net payments occur. Net

benefits of 90.2 occnr seven times from year 6 through year 18 at regular intervals of

two years, and net costs of 2.4 occur nine times from year 3 through year 19, also at

intervals of two years.j/ As in the case of annual payments, periodic payments can be

defined as beginning in one period after the base year of discount, or as beginning imme-

diately. The method of calculating NPW assuming payments beginning "next" period ("end of

period" payments) is illustrated in Table 6 using the formula from row 5, oolumn 1 of

Table 2. E/ The other equally correct method is to use the discounted periodic payment

factor for a payment beginning immediately ("beginning of period" payments). This method

of calculating NPW, using the formula from row 5, column 3 of Table 2, is shown in Table 7.

:I/ To be consistent with the annual cost treatment in the Kbrea cash flow above, net costs

for years 1-2 are treated as annual costs, and net costs for alternate years between

3-19 are treated as periodic costs.

YThe procedures used in Table 6 are similar to the procedures used in Table 3, which are
more fully described in Appendix 4.
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Tables 3 and 4 - Two Methods of Calculating Net Present Worth (NPW) for Korea Fuelwood Project

Table 3 Table 4

Discounted Value of Annual Payment Expressed Discounted Value of Annual Payment Expressed
in Terms of the Year Prior to the First Payment in Terms of the Year in Which Payment Begins

lj This value of 311.837 can be added to the year 6 net
benefit of 34.6. The result (346.437) can then be
discounted 6 years to get 195.555. This method will

save one calculation.

Year

(i=10%)

Discounted Value of
Net Benefit Annual Payment Present Worth

(Year 0) Year

(1=10%)
.Discounted Value of

Net Benefit Annual Payment Present worth
(Year 0)or (cost) Year Value or (cost) Year Vdlue

[1] [2] [3] [4] [51 [1) [2] [3] [4] [5]

[II 0 (139.9) (139.900) [1] 0 (139:9) (139.900)

[2] 1-2 ( 2.4) 0 (4.165) ( 4.165) [2] 1-2 ( 2.4) 1 4.582 ( 4.165)

[3] 3 2.2 1.653 (31 3 2.2 1.653

[4] 4 6.9 4.713 [4] 4 6.9 4.713

[5] 5 16.1 9.997 [5] 5 16.1 9.997

[6] 6 34.6 19.531 [6] 6 34.6 19.531

[7] 7-19 43.9 6 311.8371f 76.024 [7] 7-19 43.9 7 343.021 176.024

[8] 20 687.5 102.192 [8] 20 687.5 102.192

Net Present Worth (NPW) ' 170.0 Net Present Worth (NPW) 170.0

, 

Tables 3 and 4 - Two Methods of Calculating Net Present Worth (NPW) for Korea Fuelwood Project 

Table 3 

Discounted Value of Annual Payment Expressed 
in Terms of the Year Prior to the First Payment 

(i=10%) 
Discounted Value of 

Net Benefit Annual Pa:i!!1:ent Present Worth 
Year or (coat) Year Value (Year 0) 

[lJ [2J [3J [4J [5J 

[lJ 0 (139.9) (139.900) 

[2J 1-2 2.4) 0 (4.165) 4 . 165) 

[3J 3 2.2 1.653 

[4J 4 6.9 4.713 

[5J 5 16.1 9 . 997 

[6J 6 34.6 19.531 

[7J 7-19 43.9 6 311 . 837!1 76.024 

[SJ 20 687.5 102 . 192 

Net Present Worth (NPW) • 170.0 

!I This value of 311.837 can be added to the year 6 net 
benefit of 34.6. The result (346 . 437) can then be 
di scounted 6 years to get 195.555. This method \l111 
.ave one calculation. 

[lJ 

[2J 

[ 3J 

[4J 

[5J 

[6J 

[7J 

[SJ' 

Table 4 

Discounted Value of Annual Payment Expressed 
in Terms of the Year in Which Payment Begins 

Year 

[1) 

0 

·1-2 

3 

4 

5 

6 

7-19 

20 

Net Benefit 
.or (cost) 

[2J 

(139,.9) 

2 . 4) 

2.2 

6.9 

16.1 

34.6 

43.9 

687.5 

(i=10%) 
. Discounted Value of 

A .... nual Payment 
Year Value 

[3J {4J 

1 4.582 

343.021 

Present ~orth 
(Year 0) 

[5J 

(139.900) 

4.165) 

1.653 

4.713 

9 . 997 

19 . 531 

176.024 

l02.l92 

Net Present Worth (~~W) 170.0 

.... 
():) 
U1 



O 1 2 3 4 5 6 7

BENEFITS (fuelwood) _ _ - - 32.5 - 130.0 - 130.0 - 130.0 - 130.0 - 130.0 - 130.0 - 130.0 - 1625.0

COSTS

Establishment 130.0 - 1.. - _ _ -

Supervision 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 " 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4

Misc. (tools, etc.) 7.5 - _ _ _ _

Harvesting - - _ _ 9.4 - 37.4 - 37.4 - 37.4 - 37.4 - 37.4 - 37.4 - 37.4 - 937.5

Total Cost 139.9 2.4 2.4 2.4 11.8 2.4 39.8 2.4 39.9 2.4 39.8 2.4 39.8 2.4 39.8 2.4 39.8 2.4 39.8 2.4 937.5

181 NET BENEFIT (cost) (139.9) (2.4) (2.4)(2.4) 20.7(2.4) 90.2(2.4) 90.2(2.4) 90.2 (2.4) 90.2 (2.4) 90.2 (2.4) 90.2 (2.4) 90.2 (2.4) 687.5

Tables 6 and 7 - Two Methods of Calculating Net Present Worth (NPW) for Mythopia Project

Table 6 Table 7

Discounted Value of Annual/Periodic Payment
Expressed in Tprms of Year Prior to First Pay.

(1=10%)

The letter "p" following a group of years refers to a periodic
payment occurring every two years.

2./ The NPV under this harvest assumption is greater than under
the original assumption due to earlier harvesting.

Table 5 - Mythopia Cash Flow Analysis

YEAR

9 10 11 12 13 14 15. 16 17 18 19 20

Discc;unted Value of Annual/Periodic Payment
Expressed in Terms of Year in Which Pay. Begins

(1=10%)

Discounted Value of Discounted Value of

, Net Benefit Annual/Periodic Pay. Present Worth , Net Benefit Annnal/Periodi, Pay, PresentWorth

Year"' or (cost) Year Value (Year 0) Yea 11 or (cost) Year Value (Year 0)

[1] [2] [3] [4] [5] [1] [21 131 [4] [5]

11] 0 (139.9) (139.900) [1] 0 (139.9) (139.900)

1-2 ( 2.4) 0 (4.165) ( 4.165) [2] 1-2 ( 2.4) 1 (4.582) ( 4.165)

3-19 (p) ( 2.4) 1 (9.373) ( 8.521) [3] 3-19 (p) ( 2.4) 3 (11.341) ( 8.521)

4 20.7 14.138 [4] 4 20.7 14.138

6-18 (p) 90.2 4 316.417 216.117 [51 6-18 (p) 90.2 382.864 216.117

20 687.5 102.192 [6]. 20 687.5 102.192

Net Present Worth (NPW) 180.7612/ Net Present Worth (NPW) 180.761

, 

, 

t '." 

Table 5 - Mythopia Cas h Flow Analysis 

- - - - - - - - - -y EAR - - - - - c -
0 ! 2 3 4 5 6 ' 7 , 9 10 11 12 13 14 15 16 17 18 19 20 

[lJ BENEFITS (fuelvood) 32.5 - 130.0 - 130.0 - 130.0 130 . 0 - 130.0 130.0 130.0 - 1625.0 

[2J COSTS 

[3J Establishment 130.0 , 

[4J Supervision 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2. 4 2. 4 2. 4 2.4 2. 4 

[5J Misc . (tools, etc.) 7.5 

[6J Harvesting 9. 4 - 37.4 - 37.4 37.4 37.4 37.4 37 .4 37 . 4 937.5 

[7J Total Cost 139.9 2. 4 2.4 2.4 11. 8 2.4 39.8 2.4 39. S 2.4 39 . 8 2.4 39.8 2.4 39 . 8 2. 4 39.8 2.4 39 . 8 2.4 937.5 

[8J NET BENEFIT (cost) (139 . 9) (2 . 4) (2 . 4)(2.4) 20.7(2.4) 90 . 2(2./.) 90.2(2.4) 90.2 (2.4) 90.2 (2.4) 90.2 (2 .4) 90.2 (2 . 4) 90.2 (2.4) 687.5 

Tables 6 and 7 Two Methods of Calculating Net Present Worth (NPW) for Mythopia Project 

[lJ 

[2J 

[3J 

[4J 

[5J 

[6J 

Table 6 

Discounted Value of Annual/Periodic 'Payment 
Expressed in T~rms of Year Prior to First Pay. 

(i=lO%) 
Discounted Value of 

yearll 
Net Benefit Annual/Periodic Pal' Present Worth 

or (cost) Year Value (Year 0) 

[lJ [2J [3J [4J [5J 

0 (139 . 9) (139.900) 

1-2 2.4) 0 (4.165) 4.165) 
I 

3-19 (p) 2.4) 1 (9.373) 8 . 521) 

4 20 .7 14.138 

6-18 (p) 90.2 4 316 . 417 216.117 

20 , 687.5 102.192 

Net Pr~sent Worth (NPW) - 180.761'1:'/ 

J:..7 The letter "p" following a group of years refers to a periodic 
payment oc~urring every ~ years. 

11 The NPV under t.his harvest asaumpt.ion i8 greater than under 
the orig inal aasumpt.ion due to earlier harveating. 

Table 7 

Dis counted Value of Annual/Perio~ic Payment 
Expr essed in Terms of Year in Which Pay. Begins 

(i=lO%) 
Discounted Value of 

Year};./ 
Net Benefi t Annu.:l.I/Periodi<~ P2Z:. Present Worth 

or (cost.) Yea!." Value (Year 0) 

[lJ [2J [3 J [4J [51 

[lJ 0 (139.9) (139 . 900) 

[2J 1-2 2.4} (4.582) 4.165) 

[3J 3-19 (p) 2.4 ) 3 (11 . 341) 8.521) 

[4J 4 20.7 14.138 

[5J 6-18 (p) 90 . 2 382.864 216.117 

[6J 20 687 . 5 102.192 

Net Present Worth (~W) - 180.761 

.... 
ex> 
0\ 

I 
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2.7 Expressing Benefits and Costs in Annual Terms

Fbr some projects it is useful to express a single payment as an equivalent sequence

of annual payments at some specified discount rate, e.g., an investment cost which is annual-

ized over the life of the investment. For example, in many forest industry projects output

is relatively constant for a sequence of years. To determine whether the project is justi-

fied, annual benefits can be compared with annual costs (including annualized fixed costs).

Also, for such industrial projects it is useful to know in any given year what the average

cost of production is (including interest on and depreciation of fixed assets).

-

Multiple payments can also be expressed in annual terms. For example, if harvest

benefits occurred in years 15, 25, and 30, they could be expressed in annual terms over the

entire rotation. To do so, one must first calculate the present value of these harvest

benefits, and then "annualize" that single value, applying the same discount rate used to

calculate the present value. Another example of annualizing a group of costs and benefits

is illustrated by the calculation of soil rent. First, the soil expectation value (the

NPW of a project over an infinite period, excluding land cost) is calculated, and then soil

rent is defined as the annual equivalent of the soil expectation value.

Very often the annual capital recovery factor is used to determine the amount of

equal installments (beginning in one year) necessary to repay a loan granted "today". (See

"Treatment of loans", below). In the case of a loan it makes no sense to begin repaying

the loan immediately since it would serve only to reduce the amount of the loan granted.

The convention of using this annual capital recovery factor (which assumes payments to

begin in one year) applies also to cases where single payments of equity capital are annu-

alized (see Appendix 1, page 3, footnote 1).

The conventional method of annualizing a payment is to use the annual capital

recovery factor (row 3, column 1 of Table 2). By multiplying the single payment by this

factor, the "equivalent" sequence of annual "end of year" payments is determined. For

example, in the Korea cash flow table (Table 1) it is evident that the "establishment"

and "miscellaneous" costs of W137.5 all occur in year zero. At a 10 percent discount rate

this single cost is equivalent to an annual cost (years 1-20) of W16.2, using the annual

capital recovery factor.

2.8 Treatment of Loans

Often a financial investment analysis will include a loan. In a financial cash

flow table, the loan amounts received are treated as receipts and the loan amounts plus

interest repaid are treated as disbursements. The loan is treated exactly like any other

receipt or disbursement. In many cases, the exact loan schedule is not detailed in the

information given the analyst. Instead, the loan disbursement schedule is given together

with the loan rate of interest, then the repayment schedule is defined only by the number

of years of no repayments (grace period), if any, the number of years of repayment of

interest (sometimes in precalculated amounts), and the number of equal installments of

repayment of capital and interest in the final years of the loan. The analyst must then

make a detailed schedule from the information given.] When making a loan schedule, the

analyst needs to define carefully the year numbers. Otherwise, it is likely that the loan

schedule will contain errors. (This is a common source of error in the projects reviewed.)

Often the "grace period" of a loan refers to the number of years during which no
principal is repaid (interest may or may not be repaid during this "grace" period).
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A case study of Philippine smallholder forestry provides an example of a loan dis-

bursement and repayment schedule, including a grace period on repayment. Table 8 reproduces

the cash flow schedule from this project for an individual smallholder who receives a loan

of 1 500 pesos for each of the first four years of the project...Y Line 1 in Table 8 shows

the loan as a receipt by the smallholder. He has a three year grace period beyond year 3
before he starts repaying interest and principal. Then he pays off the interest on the

first 7 years during the 8th and 9th years of the projeot and finally repays the remaining

balance (principal plus current interest) in 6 equal installments (calculated using the

capital recovery factor, described above) during the 10th to the 15th years.

Table 9 shows the calculations necessary to determine the schedule of repayments,

considering the grace period and using a 12 percent interest rate. When there is no grace

period, one can merely use the capital recovery formula shown in Table 9 to determine the

appropriate equal annual repayments.

A useful method to check on the accuracy of the loan schedule is to calculate the

loan's "internal rate of return" (ROR). 2/ The ROR for the loan must equal the loan rate

of interest if the schedule was done correctly. Alternatively, the NPW of the loan can be

calculated using the loan rate of interest as the discount rate. The NPW must then equal

zero. Such a check will detect most computational errors and most errors in timing.

However, if timing of the entire schedule is incorrect, (but the timing and oalculating

within the schedule are correct) this check will not detect the error. Therefore, it is

necessary to make sure that the actual loan starting date, ending date and the numbers of

disbursements and repayments are correct.

3. DEVELOPMENT OF COMPOSITE DISCOUNT RATES

Most investment analyses are conducted using real values rather than current (nominal)

values, which include general price inflation. Discount rates used and internal rates of

return calculated are real rates. Rates of return on alternative investments, such as bank

accounts and bonds, are commonly given in current terms (they include effects of general

price inflation) and therefore, are not directly comparable with real rates of return cal-

culated for projects or alternative investments. 3/ The rate of discount (0 used in the

compound and discount formulas (Table 2) can be defined as either a current rate (v) or a

real rate (r). The formulas in these tables are used in the sane manner regardless of the

assumption made. However, it is important to ensure that if a current rate is chosen all

values entered into the cash flow are current values, and if a real rate is chosen, all

cash flow values are real values.

JI Case Study No. 1 in FAO Forestry Paper No. 17, Supp. 1

The loan's ROR is calculated by equating the present value of loan disbursements with
the present value of loan receipts. At one discount rate (the loan's ROR) such an
equality will hold.

3/ Increasing general price inflation reduces the real rate of return earned/paid on "fixed
yield" investments (i.e., loans, bank accounts, bonds, etc.). The real rate of return on
such investments varies inversely to the rate of inflation. See H. Gregersen, "Effect
of Inflation on Evaluation of Forestry Investments." Journal of Forestry, Vol. 73, No.9,
pp. 570-572, 1975.
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balanoe (prinoipal plus current interest) in 6 equal installments (oaloulated using the 
capital reoovery faotor, desoribed above) during the loth ~o the 15th years. 

Table 9 shows the calculations necessary to determine the sohedule of repayments, 
considering the graoe period and using a 12 percent interest rate. When there is no graoe 
period, one oan merely use the capital reoovery formula shown in Table 9 to determine the 
appropriate equal annual repayments. 

A useful method to check on the aoouraoy of the loan sohedule is to caloulate the 
loan's "internal rate of return" (ROR). Y The ROR for the loan must equal the loan rate 
of interest if the schedule was done correctly. Alternatively, the NPW of the loan oan be 
calculated using the loan rate of interest as the discount rate. The NPW must then equal 
zero. Such a check will detect most oomputational errors and most errors in timing. 
However, if timing of the entire schedule is incorreot, (but the timing and oaloulating 
within the schedule are correot) this cheok will not deteot the error. Therefore, it is 
neoessary to make sure that the actual loan starting date, ending date and the numbers of 
disbursements and repayments are correct. 

3. DEVEWPMENT OF COMPOSITE DISCOUNT RATES 

Most investment analyses are oonducted using !!!! values rather than ourrent (nominal) 
values, which inalme general price inflation. Disoount rates used and internal rates of 
return oaloulated are real rates. Rates of return on alternative investments, such as bank 
aocounts and bonds, are oommonly given in current terms (they inolule effeots of general 
price inflation) and therefore, are not directly comparable with real rates of return 00.1-
culated for projects or alternative investments. ~ The rate of disoount (i) used in the 
compound and discount formulas (Table 2) can be defined as either a ourrent rate (v) or a 
real rate (r). The formulas in these tables are used in the same manner regardless of the 
assumption made. However, it is important to ensure that if a current rate is chosen all 
values entered into the cash flow are current values, and if a real rate is chosen, all 
cash flow values are real values. 

JV Case Stuly No.1 in FAO Forestry Paper No. 17. Supp. 1 

The loan's ROR is calculated by equating the present value of loan disbursements with 
the present value of loan receipts. At one discount rate (the loan's ROR) such an 
equality will hold. 

Increasing general price inflation reduces the real rate of retm-n earned/paid on "fixed 
yield" investments (i.e., loana, bank accounts, bonds, etc.). The real rate of return on 
such investments varies inversely to the rate of inflation. See H. Gregersen, "Effect 
of Inflation on Evaluation of Forestry Investments." Journal of Forestry, Vol. 73, No.9, 
pp. 570-572, 1975. 



Cash Receipts
Bank loans
Sales
Total

Cash Balance After
Loan Payments

1500 1500 1500 1500

1500 1500 1500 1500

TABLE 8 Financial Cash Flow, 10 ha. Plantation

Philippine Smallholder Plantation Project
(value in constant pesos)

YEARS
() 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

5523 6174 61-74 58710 58-10 74-34 743-4 804-6 517-4 617-4 617-4 617-4 61-74

5523 6174 6174 6810 6810 7434 7434 8046 6174 6174 6174 6174 6174

Cash Disbursements
Land preparation 590 590 590 590 - - - - - - - - - _ _ _
Purchase seedlings 139 139 130 130 - - - - - - - - - _ _ _
Lining/Dig/Plant 300 300 300 300 _ _ _ - - - - - - - _ _ _

Replanting 130 130 130 120 - - - - - - - - _ _ _

Fertilizing 300 300 300 300 _ _ - - - - - - - _ _ _

Weeding 550 550 550 550 - - - 275 275 275 275 275 275 275 275 275 275 275 25 i75
Singling , - - - - _ _ - 100 100 100 100 100 100 100 100 100 100 100 100

Crops/Livestock - - - - - - - - - _ _ _ _

Total 2000 2000 2000 2000 - - - 275 375 375 375 375 375 375 375 375 375 375 375 375

Loan Payments
Accum. interest 3200 3050
Princ. & interest 1459 1459 1459 1459 1459 1459

Total 3200 3050 1459 1459 1459 1459 1459 1459

(500) (500) (500) (500) 2048 2749 4340 4976 4976 5600 5600 6212 5799 5799 5799 5799 5799

Cash Receipts 
1. Sunk 10ilns 
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Total 
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3. Land preparation 
4. Purchase seedlings 
5. Lining/Dig/Plant 
6. Replant i ng 
7 . Fertilizing 
8. Weeding 
9. Singling 

10. Crops/livestock 
Total 

loan Payments 
11. Accum. interest 
12. Prine. & interest 

Total 

Cash Balance After 
Loan Payments 

TABLE 8 Financial Cash Flow, 10 ha . Plantation 

Philippine Smallholder Plantation Project 
(value in constant pesos) 

.... 
():) 
\0 

I 

----------.--------------------------------- -- -----------v EAR 5------------------ ----- -------------------------------- ___________ _ 
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Table 9

Derivation of Farmer Loan Repayments

Loan Interest Due At

Year Amount End of Year 7 (Beginning of year 8)

0 P 1,500 P 1816

1 P 1,500 P 1461

2 P 1,500 P 1143

3 P1,500 P .860

Total P 5280

Interest due beginning year 7 P 5,280 2/
Amount paid in year 7 P 3,200 I
Pemaining interest due P 2,080
Principal outstanding (4xS1 500) P 6,000
Total loan outstanding - P 8,080
One year's interest 12% P 970
Total interest due 1/ in year_2 p 3,050

The annual repayments of the loan_ for years 9 - 14 (line 11, Table 5)
are derived as follows:-

A = P 6,000 .12(1.12)6

(1.12)6-1

= P 6,000 (0.2432) = P 1459

The factor in parentheses is called the "capital recovery multiplier",
and is given as follows:

i(1+1
.)n

1+i) i

The value of this multiplier can be found in most tables of Compound and
discount factors.

.1.1 Assuming 2 ha planted per year at a total annual cost equal to P 2000 (Table 2)
75 percent of this amount, or P 1500, is covered by the Bank loan.

2/ Arbitrarily set at this level in order to keep interest payments in years 7
and 8 approximately equal.

3/ P 2080 plus P 970.
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Tabl,e 9 

Derivation of Farmer Loa~ Repayments 

Interest Due At 
Year 

Loan 11 
Amount End of Year 7 (Beginning of year 8'.) 
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1 P 1,500 

2 P 1,500 
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Total 
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and is given as follows: 
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discount factors. 
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and 8 approximately equal. 

P 2080 plus P 970. 
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3.1 Using Current (Nominal) Values (i.e., Including Inflation)

When a project is being implemented, what is actually paid for inputs and received

for outputs is in current price terms. Therefore, general price inflation must somehow be

considered in the appraisal in order to determine the actual cash flow. Thus, whether or

not the project analysis is carried out on a current or real value basis, current values

must be taken into account for budgeting pruposes. When the analysis is expressed in cur-

rent value terms, each entry in the cash flow table can be used directly for budgeting

pruposes. However, it is a simple matter to adjust a real value cash flow to a current
value cash flow and vice versa.

To convert real values and real discount rates to current terms, it is first necessary

to estimate a general rate of price inflation for the project years. Since individual pro-

jects are usually too small to significantly affect the level of general price inflation,

the expected inflation rate can be estimated independently of the project.2/ The current

values of inputs and outputs for any given year (y) can then be determined by multiplying

the real values by (l+f)Y, with f equal to the estimated average annual inflation rate. 12/

If one wishes to combine the real value discount rate (r) with the inflation rate

(0, then one can calculate a current value discount t-ate (v) as being equal to:

((l+r) (1+0-1) This rate, v, would be used if prices were expressed in current value

terms.

3.2 Using Real Values (i.e., Net of Inflation)

It is generally much easier to define (i) (the discount rate to be used) as a real

rate (r) and also express each cost and benefit in real terms. The numbers entered into

the cash flow table will be more easily determined, since no inflation factors need to be

estimated. This eliminates a major potential source of error in cash flow tables; it makes

expected real price increases more clearly visible, and the use of annual and periodic pap-

ment formulas will be greatly simplified. Also, real values in the cash flow table will

probably be more meaningful to the decisionmaker. Because of these reasons, it is recom-

mended here that analyses be carried out in real value terms. Once the "real" cash flow is

determined, the appropriate contingencies for inflation can be determined and allocated for
budgetary pruposes.

y Over the long term, however, rates of inflation are difficult to estimate and are subject
to a high degree of error. The analyst must recognize the limitation on the estimated
rate(s). Also, the rates of inflation often vary between the domestic economy and the
offshore (exporting) countries, which means that two or more rates of inflation must be
estimated.

Z./ The value (f) is an average rate of inflation. If the rate of inflation is expected to
vary from year to year2 it would be more accurate to discount each yearly value by
dividing by:

(l+r)Y((l+fo) x (l+fl) x (l+f2) x x (l+fy 1))

where (f0) equals the rate of inflation during year 0, (f1) equals the rate of

inflation during year 1, etc., and (y) equals the given year.
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3.1 Using Current (Nominal) Values (i.e., Inoluding Inflation) 

When a projeot is being implemented, what is actually paid for inputs and received 
for outputs is in current price terms. Therefore, general price inflation must somehow be 
considered in the appraisal in order to determine the actual cash flow. Thus, whether or 
not the projeot analysis is carried. out on a current or real value basis, current values 
must be taken into account for budgeting pruposes. When the analysis is expressed in cur­
rent value terms, each entry in the cash flow table can be used directly for budgeting 
pruposes. However, it is a simple matter to adjust a real value cash flow to a current 
value cash flow and vice versa. 

To oonvert real values and real discount rates to current terms, it is first necessary 
to estimate a general rate of price inflation for the project years. Since individual pro­
jects are usually too small to significantly affect the level of general price inflation, 
the expected inflation rate can be estimated independently of the project.JV The current 
values of inputs and outputs for any given year (y) can then be determined by multiplying 
the real values by {l+f)Y, with f equal to the estimated average annual inflation rate. 31 

If one wishes to combine the real value discount rate (r) with the inflation rate 
(f), then one can calculate a current value discount rate (v) as being equal to: 
«l+r) (l+f)-l) This rate, v, would be used if prices were expressed in current value 
terms. 

3.2 Using Real Values (i.e., Net of Inflation) 

It is generally much easier to define (i) (the discount rate to be used) as a real 
rate (r) 'and ~ express each cost and benefit in real terms. The numbers entered into 
the cash flow table will be more easily determined, since no inflation factors need to be 
estimated. This eliminates a major potential source of error in cash flow tables; it makes 
expected real price increases more clearly visible, and the use of annual and periodic pay­
ment formulas will be greatly simplified. Also, real values in the cash flow table will 
probably be more meaningful to the decision-maker. Because of these reasons, it is recom­
mended here that analyses be carried am in real value terms. Once the "real" cash flow is 
determined , the appropriate contingencies for inflation can be determined and allocated for 
budgetary pruposes. 

j/ Over the long term, however, rates of inflation are difficult to estimate and are subject 
to a high degree of error. The analyst must recognize the limitation on the estimated 
rate(s). Also, the rates of inflation often vary between the domestic economy and the 
offshore (exporting) countries, which means that two or more rates of inflation must be 
estimated. 

Y The value (f) is an average rate of inflation. If the rate of inflation is expected to 
vary from year to year, it would be more accurate to discount each yearly value by 
dividing by: 

(l+r)Y«l+fO) x (l+fl ) x (1+f2) x ••• x (l+fy_ l )) 

where (fO) equals the rate of inflation during year 0, (fl ) equals the rate of 
inflation during year 1, etc., and (y) equals the given year. 
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Whether current or real values are used, the analyst needs to establish a frame of

reference for comparisons. A real value frame of reference is preferable, since it is

easier to comprehend.3/

In summary, the analyst can use either real or current values in his analysis. The

results of the analysis will be the same, so long as he consistently uses the same basis

throughout the analysis. Fbr the reasons given above, we recommend working with real values,

The results can be converted easily to current value terms.

3.3 Introducing "Real" Value Rates of Growth or Decline

Many prices of inputs and outputs will not remain at their year zero levels, even in

real terms. If real price increases are expected, e.g., for stumpage prices, then each real

price observed in year zero must be multiplied by (l+gp)n, where (gp) equals the estimated

average annual growth rate in the price and (n) equals the number of years since year zero.

If real prices are expected to decline, then (gp) would be negative. Usually expected price

growth rates are expressed in average annual terms, even though rates actually fluctuate

from year to year. It is very seldom that such fluctuations can be predicted in advance.

Therefore, only expected annual averages of (gp) are used.

Sometimes constant relative quantity changes are expected to occur. The real value

of a cost or benefit in year (n) would be (a(l+gp )n(l+gq)n), where (a) equals the present

price times quantity of the input or output, (gp) and (n) are defined as above, and (g q)

equals the average annual quantity growth rate. In such cases a composite growth rate (g)

can be defined which equals ((1+gp)(1+gq)-1). This composite (g) is simpler to use. y

All further references to the real growth rate, (g), unless otherwise stated, refer to this

type of composite rate. If (g) has only one component, say (gp), the other component (g's)

can be defined as being equal to zero. In that sense, (g) is always a composite of component

(g's).

The compounded and discounted annual and periodic payment formulas shown in Table 2

can be restated under the assumption that composite growth rates exist. Table 10 lists

these revised formulas. The derivation of the formulas is presented in Appendix 2. The

first four rows of Table 10 are relevant when the discount rate (i) is 7eater than the

growth rate (g). In that event,a composite discount rate (d) equals1.4-1 1. In other
l+g

words, the overall effect of compounding at a rate (g) and discounting at a rate (i) (where

i>g) is a discount effect equal to a rate (d). The bottom four rows of Table 10 restate

the factors listed in the top four rows for the case where the discount rate (i) is less

than the growth rate (g). In that event, a composite compound rate (c) equals 1-+g) 1.
1+i)

1/ It is sometimes argued that current rates of interest, such as rates on savings accounts

or government bonds, should be used as frames of reference (i.e., as alternative rates

of return). This may be true in the short term, when the inflation rate is likely to

remain unchanged. However, for long term projects such as in forestry, this will likely

lead to confusion and may result in poor decisions.

A composite (g) can be composed of any number of separate component (g's).
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Whether current or real values are ueed, the analyst needs to establish a frame of 
referenoe for comparisons. A real value frame of referenoe is preferable, since it is 
easier to comprehend.~ 

In summary, the analyst can uee either real or current values in his analysis. The 
results of the analysis will be the same, so long as he consistently uees the ~ basis 
throughout the analysis. For the reasons given above, we recommend working with real values, 
The results can be converted easily to ourrent value terms. 

3.3 Introducing "Real" Value Rates of Growth or Deoline 

Many prices of inputs and outputs will not remain at their year zero levels, even in 
real terms. If real price inoreases are expected, e.g., for stumpage prices, then each real 
price observed in ysar zero must be multiplied by (l+gp)n, where (~) equals the estimated 
average annual growth rate in the prioe and (n) equals the number of years since year zero. 
If real prices are expected to decline, then (gp) would be negative. Usually expeoted price 
growth rates are expressed in average annual terms, even though rates actually fluctuate 
f'rom year to year. It is very seldom that such fluctuations can be predicted in advance. 
Therefore, only expected annual averages of (gp) are used. 

Sometimes oonstant relative quantity ohanges are expected to occur. The real value 
of a cost or benefit in year (n) would be (a(l+gl')n(l+gq)n), where (a) equals the present 
price times quantity of the input or output, (gp) and (n) are defined as above, and (g ) 
equals the average annual quantity growth rate. In such cases a composite growth rateq(g) 
can be defined which equals «l+gp)(l+gq)-l). This composite (g) is simpler to use. ~ 
All further references to the real growth rate, (g), unless otherwise stated, refer to this 
type of composite rate. If (g) has only one component, say (gp)' the other oomponent (gIS) 
can be defined as being equal to zero. In that sense, (g) is always a oomposite of component 
(gl s). 

The compounded and discounted annual and periodic payment formulas shown in Table 2 
can be restated under the assumption that composite growth rates exist. Table 10 lists 
these revised formulas. The derivation of the formulas is presented in Appendix 2. The 
first four rows of Table 10 are relevant when the discount rate (i) is greater than the 
growth rate (g). In that event,a composite discount rate (d) equals fl+il -1. In other 

l+g 
words, the overall effect of compounding at a rate (g) and discounting at a rate (i) (where 
i>g) is a discount effect equal to a rate (d). The bottom four rows of Table 10 restate 
the factors listed in the top four rows for the case where the discount rate (i) is less 
than the growth rate (g). In that event, a composite compound rate (0) equals ~l+g~ -1. 

l+i 

Y It is sometimes argued that current rates of interest, such as rates on savings aooounts 
or government bonds, should be used as frames of reference (i.e., as alternative rates 
of return). This may be true in the short term, when the inflation rate is likely to 
remain unchanged. However, for long term projects such as in forestry, this will likely 
lead to confusion and may result in poor decisions. 

~ A composite (g ) can be composed of any number of separate oomponent (gIS). 
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In other words9 the overall effect of compounding at a rate (g) and discounting at a rate

(i) (where i(g), is a compound effect equal to a rate (0). Depending upon the relationship

between (i) and (g), either a (o) or a (d) is calculated and used in the appropriate formula

shown in Table 10. Actually, it is not mathematically necessary to define a separate (c)

for the case where i<g since a negative (d) could be used in place of (c). However, it is
more meaningful and useful to deal with positive rates defining a net effect of (i) and (g)

as either a compound effect or a discount effect.

3.4 Usin Com osite Discount Formulas for Annual Payments

The use of the discount formulas found in Table 10 is demonstrated using the two

alternate cash flows presented earlier, the Kbrea fuelwood case (Table 1) and the Mythopia

example (Table 5). Table 11 is a modification of the Korea fuelwood analysis. Two of the

original assumptions were changed. First, the real price of fuelwood was assumed to in-

crease by 2 percent annually beginning in the first year. Second, the real wage of silvi-

cultural labour was assumed to rise by 4 percent annually, also beginning in the first year.

The entries in the net benefit (cost) row of Table 11 have no consistent annual or

periodic pattern, unlike the net benefit (cost) row of Table 1. It appears, then, that the

NPW would be best determined by discounting each yearly entry back to year zero. However,

an easier method exists. Table 12 illustrates the use of the annual payment factor, when

the payment begins "next year"9 under the assumption of growth rates. The procedures used

here are similar to the procedures used in Table 39 Which are explained in Appendix 5.
Each net benefit (cost) from Table 11 for years 0-209 except for years 7-19, is entered in

column 3 as a net benefit (cost). In Table 12 the net benefits for years 7-19 have been

split up into their three individual benefit and cost components, shown in rows 7-9.
Column 4 shows the base year (year 7) value of each component. Fuelwood benefits are com-

pounded at 2 percent annually9 supervision cost is not compounded, and harvesting cost is

compounded at 4 percent annually, as indicated by column 5. The composite discount rate

(d) for each component is shown in column 6. Each single payment (rows 1, 3, 4, 5, 6 and

10) is discounted to year zero at a 10 percent disoount rate (1.10%) and entered into

column 9. Each sequence of annual payments (rows 29 7, 8 and 9) is discounted back to the

year before the payment begins (the year is shown in column 7 and the discounted value in

that year is shown in column 8). For the two annual payments without growth rates, the

previously explained formula from Table 2 (row 1, column 1) was used (with 1.10%). For

the other two annual payments (the ones which include growth rates), the formula from row

19 column 1 of Table 10 was used (where (d) equals the value in column 6). These discounted

values are further discounted to yeax zero (using i 10%), and the resulting present value

is indicated in column 9 of Table 12. The sum of all of these present values equals the

NFW, which is W148.4.

The NFW of the Kbrea fuelwood cash flow (Table 11) was calculated in Table 12 using

the "growth" discounted annual payment formula which assumes that payments begin in one

year (row 1, column 1 of Table 10). An equally valid alternative is to use the "growth"

discounted annual payment formula which assumes that payments begin immediately (row 1,

column 3 of Table 10). This was done in Table 13 for the same cash flow (from Table 11).

The only difference between Table 13 and Table 12 is that the discounted values of the four

annual payments (rows 29 79 8 and 9) are expressed in terms of the base year instead of one

year earlier. Therefore, only columns 7 and 8 differ between the two tables. These dis-

counted values are further discounted to year zero (using i 10%), and the resulting

present values are entered into column 9. Each entry in column 9 of Table 13 is,of course,

identical to the corresponding entry in column 9 of Table 12.
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In other words, the overall effeot of compoUllding at a rate (g) and discotmting at a rate 
(i) (where i<:g), is a compotmd effect equal to a rate (o). Depending upon the relationship 
between (i) and (g), either a (o) or a (d) is caloulated and used in the appropriate formula 

. shown in Table 10. Aotually, it is not mathematioally neoessary to define a separate (c) 
for the case where i(g since a negative (d) could be used in place of (c). However, it is 
more meaningful and useful to deal with positive rates defining a net effect of (i) and (g) 
as either a compotmd effeot or a discotmt effect. 

3.4 Using Composite Discount Formulas for Annual Payments 

The use of the discount formulas fotmd in Table 10 is demonstrated using the two 
alternate cash flows presented earlier, the KOrea fuelwood oase (Table I) and the Mythopia 
example (Table 5). Table 11 is a modification of the KOrea fuelwood a.nalyeis. Two of the 
original assumptions were changed. First, the real prioe of fuelwood was assumed to in­
crease by 2 percent annually beginning in the first year. Second, the real wage of silvi­
cultural labour was assumed to rise by 4 percent annually, also beginning in the first year. 

The entries in the net benefit (cost) row of Table 11 have no consistent annual or 
periodic pattern, tmlike the net benefit (oost) row of Table 1. It appears, then, that the 
NPW would be best determined by discounting ~ yearly entry back to year zero. However, 
an easier method exists. Table 12 illustrates the use of the annual payment factor, when 
the payment begins "next year", tmder the assumption of growth rates. The prooedures used 
here are similar to the procedures used in Table 3, which are explained in Appendix 5. 
Each net benefit (cost) from Table 11 for years 0-20, except for years 7-19, is entered in 
column ~ as a net benefit (cost). In Table 12 the net benefits for years 7-19 have been 
split up into their three individual benefit and oost components, shown in rows 7-9. 
Column 4 shows the base year (year 7) value of each component. Fuelwood benefits are com­
pounded at 2 peroent annually, supervision cost is not compounded, and harvesting cost is 
compotmded at 4 peroent annually, as indioated by oolumn 5. The oomposite disoount rate 
(d) for each component is shown in oolumn 6. Each single payment (rows 1, 3, 4, 5, 6 and 
10) is discotmted to year zero at a 10 percent discount rate (;" 10%) and entered into 
co lumn 9. Each sequence of annual payments (rows 2, 7, 8 and 9) is discounted back to the 
year before the payment begins (the year is shown in column 7 and the discounted value in 
that year is shown in column 8). For the two annual payments without growth rates, the 
previously explained formula from Table 2 (row 1, column 1) was used (with ;"10%). For 
the other two annual payments (the ones which include growth rates), the formula from row 
1, column 1 of Table 10 was used (where (d) equals the value in column 6). These discounted 
values are further discounted to year zero (using i = 10%), and the resulting present value 
is indicated in column 9 of Table 12. The sum of all of these present values equals the 
NPW, which is W148.4. 

The NPW of the KOrea fuelwood cash flow (Table II) was calculated in Table 12 using 
the "growth" discounted annual payment formula which assumes that payments begin in one 
year (row 1, column 1 of Table 10). An equally valid alternative is to use the "growth" 
discounted annual payment formula which assumes that payments begin immediately (row 1, 
column 3 of Table 10) . This was done in Table 13 for the same cash flow (from Table 11). 
'!'he only difference between Table 13 and Tabls 12 is that the discounted values of the four 
annual payments (rows 2, 7, 8 and 9) are expressed in terms of the base year instead of one 
year earlier. Therefore , only columns 7 and 8 differ between the two tables. These dis­
counted values are further discounted to year zero (using i c 10%), and the resulting 
present values are entered into oolumn 9. Each entry in column 9 of Table 13 is,of course, 
identical to the corresponding entry in column 9 of Table 12. 
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The above may seem very complex and cumbersome. Hawever, in practice, the modifica,

tions suggested reduce the complexity of the aalculations needed to arrive at useable con-

ceptually correct results, particularly when one is dealing with a fairly long project

period.

3.5 Using_Ismpósite Discount Formulas for Periodic Payments

The use of discounted periodic payment formulas which assume growth rates can be

demonstrated by using the cash flow eXhibited in Table 14, which is a modification of the

Mythopia cash flow (Table 5), used earlier to illustrate the use of periodic payment formu-

lase The same two growth rates assumed in Table 11 are also assumed in this case: the

real price of fuelwood increases by 2 percent annually, beginning in the first year, and

the real wage of silvicultural labour rises by 4 percent annually, also beginning in the

first year.

The NPW of the Table 14 cash flow is calculated by separate methods in Table 15 and

Table 16, which are constructed in the same format as Tables 12 and 13 discussed above.

Each net benefit (cost) from Table 14 is either entered as a net benefit (cost) in column

3 of each table, or is broken down into component benefits and costs which are individually

entered in column 4.Y In Table 15 th discounted values of the annual and periodic pay6-

ments are expressed in terms of the year or period prior to the start of the payments (the

years shown in column 7). The discounted values of the periodic payments of Table 15 were

calculated using the formula from row 32 column 1 of Table 10. In Table 16 the discounted

values of the annual and periodic payments are expressed in terms of the year in which the

payments begin (the years shown in column 7 of Table 16). The discounted values of the

periodic payments of Table 16 were calculated using the formula from row 31 column 3 of

Table 10. The entries in column 9 of each table are the present values of the numbers in

columns 3 or 8. These present values are, of course, the same in both tables since each

table only illuetrates a different method to calculate the same NPW.

In cases where one or more growth rates exceed the discount rate, the discounted

annual and periodic payment factors from rows 5 and 7 of Table 10 would be applied in the

same manner as described above. In such cases a composite compound rate (c) would be cal-

culated instead of a composite discount rate (d). The sane procedures and format used in

Tables 12, 13, 15 and 16 could still be used.

Y In the cases Where growth rates apply to these individual benefits and costs,
the base year amount is entered into oolumn 4.
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The above may seem very oomplex and oumbersome. However, in practice, the modific ..... 
tions suggested reduoe the complexity of the caloulations needed to arrive at useable con­
oeptually correot results, partioularly when one is dealing with a fairly long projeot 
period. 

3.5 Using Composite Disoount Fbrmulae for Periodio Payments 

The use of discounted periodic payment formulae which assume growth rates can be 
demonstrated by using the cash flow exhibited in Table 14, which is a modification of the 
Mythopia oash flow (Table 5), used earlier to illustrate the use of periodic payment formu­
lae. The same two growth rates assumed in Table 11 are also assumed in this oase: the 
real price of fuelwood inoreases by 2 percent annually, beginning in the first ;year, and 
the real wage of silvicultural labour rises by 4 peroent annually, also beginning in the 
first ;year. 

The NPW of the Table 14 cash flow is oaloulated by separate methods in Table 15 and 
Table 16, which are constl'1lOted in the same format as Tables 12 and 13 discussed above. 
Each net benefit (cost) from Table 14 is either entered as a net benefit (cost) in column 
3 of each table, or is broken down into oomponent benefits and costs whioh are individually 
entered in column 4. Y In Table 15 the discounted val""" of the annual and periodic pay­
ments are expressed in terms of the ;year or period prior to the start of the payments (the 
;years shown in oolumn 7). The discounted values of the periodic payments of Table 15 were 
caloulated using the formula from row 3, oolumn 1 of Table 10. In Table 16 the discounted 
values of the annual and periodic payments are expressed in terms of the ;year in which the 
payments begin (the ;years shown in oolumn 7 of Table 16). The disoounted values of the 
periodio payments of Table 16 were oaloulated using the formula from row 3, column 3 of 
Table 10. The entries in oolumn 9 of each table are the present values of the numbers in 
columns 3 or 8. These present values are, of course, the same in both tables since each 
table only illustrates a different method to oaloulate the same NPW. 

In cases where one or more growth rates exoeed the discount rate, the discounted 
annual and periodic payment factors from rows 5 and 7 of Table 10 would be applied in the 
same manner as desoribed above. In such oases a composite compound rate (c) would be oal­
oulated instead of a oomposite disoount rate (d). The same prooedures and format used in 
Tables 12, 13, 15 and 16 could still be used. 

Y In the oases where growth rates apply to these individual benefits and costs, 
the base ;year 8IIIOunt is entered into oolumn 4. 



- 196 -
Table 11 Korea Fuelwood Cash Flow Analysis, Assuming Benefits Increase by Two Percent

Annually and Harvesting Costs Increase by Four Percent Annually

7 1 9 10 11 12 13 14 15 16

74.7 76.2 77.7 79.1 80.8 82.4 84.1 85.6 57.5 89.2

Table 12

2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4

24.6 25.6 26.6 27.7 28.8 29.9 31.1 32.4 31.7 35.0

27.0 28.0 29.0 30.1 31.2 32.3 33.5 34.8 36.1 37.4

47.7 48.2 48.7 49.1 49.6 50.1 50.6 51.0 51.4 51.8

1/

Calculation of Net Present Worth (NPW) for Korea Fuelwood Project When the Disc.

Value of Annual Payment is Expressed in Terms of the Year Prior to First Payment

Ci =SO
Individual Benefit or (Cost)

Annual Growth
Rate (%)

[51

2

o

4

Y E R

Discounted Value of

1/_
Table 13 - Calculation of Net Present Worth (NPW) for Korea Fuelwood Project When the Disc.

Value of Annual Payment is Expressed in Terms of the Year in Which Payment Begins

(i=10%)
Individual Benefit or (Cost) Discounted Value of

Annual Growth 'Composite Discount Annual Payment 'Present Worth
Rate (%) Rate (%) Year Value (Year 0)

[5]

2

.0

4

Net PresentWorth (NPW). 148.4

I/ Assuming benefits increase by 27 w4nuaily and harvesting costs increase by 47 annually

0 1 2 3 4 5 6

[11 BENEFITS (fuelwood) - 6.9 14.1 28.7 98.6

[2] COSTS

[31 Establishment 130.0

[4] Snpervision 2.4 2.4 2.4 2.4 2.4 2.4 2.4

[5] Mtsc. (tools, etc.) 7.5

[6] Harvesting 2.1 4.3 9.1 19.0

[7] Total Cost 139.9 2.4 2.4 4.5 6.7 11.5 21.4

[8] NET BENEFIT (oost) (139.9) (2.4)(2.4) 9.4 7.4 17.2 37.2

Item Year
Net Benefit
or_(çost)

[3]

Base Year
Ampunt

[4][1] [2]

[1] Net Cost 0 (139.9)

[2] Net Cost 1-2 ( 2.4)

[3] Net Benefit 3 2.4

[4] Net Benefit 4 7.4

[5] Net Benefit 5 17.2

[6] Net Benefit t 6 37.2

[7] Fuelwood Benefit 7-19 74.7

[8] Supervision Cost 7-19 (2.4)

[9] Harvesting Cost 7-19 (24.6)

[101 Net Benefit 20 362.5

Composite Discount
Rate (%)

Annua] Payment . Present Worth
(Year 0)Year Value

[6] [7] [51 [91

(139.900)

0 ( 4.165) ( 4.165)

1.803

5.054

10.680

20.998

7.843 6 583.863 329.575

n.a. 6 ( 17.048) ( 9.623)

5.769 6 ( 212.252) (119.811)

53.833

Net Present Worth (NPW) 148.4

Item Year
Net Benefit
or (cost)

Base Year
Amount

[1] [2] [3] [4]

[1] Net Cost 0 (139.9)

[2] Net Cost 1-2 ( 2.4)

[31 Net Benefit 3 2.4

[4] Net Benefit 4 7.4

[51 Net Benefit 5 17.2

161 Net Benefit 6 37.2

[7] Fuelwood Benefit 7-19 74.7

[8] Supervision COet 7-19- ( 2.4)

[9] 8arvesting Cost 7-19 (24.6)

[10] Net Benefit 20 362.5

[6] [71 181 [9]

(139.000)

1 (4.582) ( 4.165)

1.803

5.054

10.680

20.998

7.843 7 642.249 329.575

n.n. 7 (18.753) ( 9.623)

5.769 7 (233.477) (119.811)

53.833

17 18 19 20

91.0 92.5 94.7 2414.7

2.4 2.4 2.4

36.4 37.9 39.4 2054.2

38.8 40.3 41.8 2054.2

52.2 52.5 55.6 362.5

.• 
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Table II - Korea Fuelwood Cash Flow Analysis , Assuming Benefits Increase by Two Percent 

Annually and Harvesting Costs Increase by Four Percent Annually 

_ _ _ _ _ Y E 1\ R_ - - - - - - - - - - - - - - - -

OJ BUlEHT:; (fu~lw..,(ld) 

12] cnSTS 

(4] SupCfvil'ion 2. ." 1. ,I, 2. t. ~ .4 2.4 2.4 2.4 2.4 2.4 2 . 4 2.4 2.4 2.4 ::' . 4 2.4 2 . 4 2.4 2.4 2.4 2.4 

{51 ~I'sc. (tools , etc.) 7.5 

[6} Harv('sting ~.l 

(7) Total Cost 1~~L __ 4..,J_~.1.5 2.1.4 27.0 28.0 29.0 30 . 1 31.2 32.3 33,, 5 34.6 3r..1 37.4 38.8 4U.3 41.82054 . 2 

[8] NET HE!'.t:F11' ( .:,-,st ) (lJ9.9) (2 . 4)(2 . 4) ",4 7.;, 17.237.247.7_48.2411.749.149 . 650. 150.651.051.4_ 51.852.252.555.6 362.5 

Table 12 - Calculation o f Net Present 
Value of Annual Payment is 

Worth (NPW) for Kor ea Fuelwood 
Expressed in Terms of the Year 

Project 
Prior to 

When the Disc . 
First Payment 

(i = lOar,) 
Ind ividual Benefit or (Cost) 

Net Benefit Buse Year 

Item Year'-___ ~o~,'_',~'O~'~'2):__---1tw:.ount 
Annual Growth 

Rate (%) 
Composite Discount 

R.ate ( %) 

{lJ 

{l ] Net Cost 

f2] net Cost 

D] . Net Benefit 

[4] Net Benefic 

[5J Net Benefit 

(6J Net Benefit 

t2J 

o 

1- 2 

4 

6 

[7] Fuelwood Benefit 7-19 

{B] Supervision Cost 7-19 

{9] Harvesting Cost 7- 19 

[10J Ne t Benefit 20 

[3J 

(139 . 9) 

2.4) 

2.4 

i . 4 

17 . 2 

37 . 2 

.362.5 

[4J 

74.7 

(2 .4 ) 

(24.6) 

[, [ [ 6J 

7.843 

o n.a. 

4 5.769 

Oiscouot~d Value of 
Annua I Pavmcnt 

Y~ar Value 

.i7J [SJ 

o 

6 

6 

• 

( 4. 165) 

583.86.3 

17 .048) 

212. 252) 

Present Worth 
JYear 0) 

(9J 

(139,900) 

4.165) 

1. 80.3 

5 . 054 

10.680 

20.99B 

329.575 

9 . 623) 

(119 . 811) 

53.8.3.3 

Net Present Worth (NPW) • 148.4 

11 
Table 13 - Calc ul ation of Net Present Worth (NPW) for Korea Fuelwood Project When the Disc. 

Value of Ann~al Payment is Expressed in Terms of the Year in Which Payment Begins 
(i=10%) 

Item Year 

[lJ (2] 

[I] Net Cost o 

[2] Net Cost 1-2 

(3) Net Benefit 3 

( 4) Net B"ncfit 4 

(5 ] !let Benefit 

[6] Ne t Benefit • 
[7] Fue1wood Ben~flt 7-19 

{8] Supervision Coat 7-19 ~ 

(9J lIarve s t ing C"st 7-19 

(1 0] Net Benl!fit 

Net Benefit 
or (cost) 

[ 3[ 

(1.39 . 9) 

2. 4) 

2.4 

7.4 

17 . 2 

)7. 2 

Individual Benefit ,~ 

Base 'lear 
Amount 

[4J 

74.7 

( 2.4) 

(24 . 6) 

Annua l Growth . Compos it e Discount 
Ra te (%) Rate ( r. ) 

['J ['[ 

7.843 

n.c. 

4 5 . 769 

Dis counted Value of 
Annual Pa)'1llent 

Year Value 

PJ 

1 

(SJ 

(4.582) 

642 .2.49 

(18.753) 

(2.3).477) 

. Present Worth 
(Year u) 

[9J 

(139.000) 

( 4 .165) 

1.80.3 

5.054 

10 . 680 

20.998 

) 29.575 

( 9.62) 

(l19.811) 

. ___ ...23"''''''.2' __________ . ______________ ___ ____________ -',C!3~.,,,3C!...3 

Net Present Wo rth (MPW). 148.4 

1.1 Assuming benefits increase by 2% a .~nuaily and harvesting costs increase by 41. annually 
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Table 14 - Mythopia Cash Flow Analysis, Assuming Benefits Increase by Two
Percent Annually and.Harvesting Costs by Four Percent Annually

YEAR
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 - 18 19 20

BENEFITS (fuelwoud) - - - 35.2 - 146.4 - 152.3 - 158.5 - 164.9 171.5 - 178.5 - 185.7 2414.7

COSTS

131 Establishment 130.0 - - - - - - - - - - -

141 Supervision 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4 2.4

[5] Misc. (tools, etc.) 7.5 - -- - - - - - - - - - - -

[61 Harvesting - - - 11.0 - 47.3 - 51.2 - 55.4 - 59.9 - 64.7 - 70.0 - 75.8 - 2054.2

171 Total 6st 139.9 2.4 2.4 2.4 13.4 2.4 49.7 2.4 53.6 2.4 57.8 2.4 62.3 2.4 67.1 2.4 72.4 2.4 78.2 2.4 2054.2

[8) NET BENEFIT (cost)(139.9) (2.4) (2.4) (2.4) 21.8 (2.4) 96.7 (2.4) 98.7 (2.4) 100.7 (2.4) 102.6 (2.4) 104.4 (2.4) 106.1 (2.4) 107.5 (2.4) 362.5

2/

Table 15 - Calculation of Net Present Worth (NPW) for M thopia Project- When Discounted Value
of Annual/Periodic Payment is Expressed in Terms of Year Prior to First Payment

(1=10%)

Individual Benefit or (Cost)
Discounted Value of

Net Benefit Base Year Annual Growth Composite Discount Annual/Periodic Payment Present Worth
Item Yearii or (Cont) Amount Rate (2) Rate (B) - Year Value (Year 0)

[1] [21 DI [4] [5] 161 [7] [8] . [9]

Net Cost 0 (139.9) (139.900)

Supervision Cost 1-19 (2.4) o n.a. 0 (20.076) ( 20.076)

(3) Fuelwood Benefit 4 35.2 24.042

[4] Harvesting Cost 4 (11.0) ( 7.513)

[51 Fuelwood Bonefit 6-18 (P) 146.4 2 7.843 4 563.277 384.726

[6) Harvesting Cost 6-18 (p) (47.3) 4 5.769 4 (200.397) (136.874)

[7] Net Benefit 20 362.5 53.833

Net Present Worth (NPW) - 158.2

2/

Table 16 - Calculation of Net Present Worth (NPW) for Mythopia Project When the Discounted
Value of Annual/Periodic Payment is Expressed in Terms of Year in Which Pay. Beiins

(i=10%)
Individual Benefit or (Cost)

Present Worth
1/ Net Benefit Base Year Annual Growth Composite Discount

Item Year- Rate (B)
_Arirrx1/Periodic Pagm

(Year 0)tor (Cost) Amount Rate (7.)

[11 [2] 131 14) (5) [6] [7] [83 [9]

(139.900)

(22.083)

Net Cost 0 (139.9)

Supervision Cost 1-19 (2.4) 0 n.a. 1 ( 20.076)

Puelwood Benefit 4 35.2 24.042

(4) Harvesting Cost 4 (11.0) ( 7.513)

(242.481)

384.726

:::.:)
Fuelwood Benefit 6-18 (p) 2 7.843 6 681.565

Harvesting Cost 6-18 (p) 4 5:769 6 (136.874)

(71 Net Benefit 20 362.5 53.833

Discounted Value of

1/ "(p)" refers to periodic payment eccurring every two years

2/ Assuming benefits increase by 27 annually and harvesting costs increase by 47 annually

Net Present Worth (NPW) ' 158.2
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Table 14 - Mythopia Cash Flow Analysis, Assuming Benefits Increase by Two 
Percent Annually and. Harvesting Costs by Four Percent Annually 

- - - -y F. A R-

° 6 11 _ "",---,1"'_-,,14,--_,15 ~I'~~IL'_I'_~I~'~~'O,--__ 
(1) St:NEi'lTS (fuel .... ou<J) )S.2: 146.1. 151 ,,"',---,,-_-,',",58".2'_ 16~ 9 ___ ...!.2l.:.. S,---,-_"l7S.~. ''----'-_I".,,''''. ',---,--<,,,41,,4,, . .!., __ 

(2] COStS 

(JI Establl shoent 130.0 

°14) Supl'l"vision 2.4 2.4 2.4 2./, 2.4 2.4 2.1. 2 .4 2 ./0 2.4 2.4 2.4 2.4 2.4 2." 2.4 2.4 2.4 2 . 4 2.4 

15] Mhe. (tools, etc.) 7.5 

11.0 (+7.)'----'-_'''I'' . .!.' __ --=-_--''''-',c.4'__-''-_2''!.,·'.'--...::.._..,',,4~. ''__...::.. _ _'''''0''_.0,,---,-__ ',,',,'.0.'_-=--.2',,0',,4"'2'_ [51 Har>utir.g 

111 Totd C~St 139.9 ~.4 2.4 2.4 13.4 2 .4 4Q.? 2.4 n.6 2.!i . 57.S 2 . 4 62.3 2.4 67.1 2.4 72.4 2.4 78 . 2 2.42054.2 

[8) NET III::NEflT (co5l)(ill ... U_Q.!_!L1~.:..Q...J.~ . 4) 21.8 (2.4) 96.7 (2.4) 98.1 (2.4) l~J 102.6 (2.4) l04 . 4.Jl! .. ~_L"!'Q.hU2.4) 107.5 (2.4) 362.5 

y 
Table 15 - Calcula·tion of Net Present Worth (NPW) for My tho pia Project When Discounted Value 

of Annual/Periodic Payment is Expressed in Terms of Year Prior to First Payment 
(i-10%) 

Ieee> 

[II 

(lJ Net Cost 

['I 

o 

(2J Supervision Cost 1-19 

131 Fuch.ood Benefit 

[4] Harvesting Cast 4 

(51 Fuelwood Be.ne(it 6-18 (p) 

(6J liarvesting COS t 6-13 (p) 

(7] Net Benefit 

Net Benefit 
or (Cost) 

[ 'I 

(119.9) 

Individual Bene~Cose} 

Ilnse Year 
Amount 

[4 I 

(2.4) 

35.2 

(11.0) 

146.4 

(47 . 3) 

Annual Growth Composite Discount 
Rate (%) R,1te (%) 

1'1 [61 

° n . s. 

1.843 

4 5.769 

Discounted Value of 
Annual/PerIodic Pnyment 

Year Value 

171 [8J . 

° (20.076) 

563.217 

4 (200.397) 

Present ~ort:h 
(Year 0) 

['1 

(139,900) 

( 20 . 076) 

24.042 

7,513) 

3S4 . 726 

(lJ6.S74) 

Net Preaent Worth (NPW) .. 15S.2 

:v 
Table 16 - Calculation of Net Present Worth (NPW) for Mythopia Project When the Discounted 

Value of Annual/Periodic Payment is Expressed in Terms of Year in Which Pay, Begins 

Item 

[11 

[11 Net Cost 

['I 

° 
(21 Supervision Cost 1-19 

(3] Fuc1 ... ood Bent' fit 

[4} liarveHing COlit 

(5] Fuel ... ood 8endU 6-1S (p) 

(6] li;]rveMing Cost 6-18 (.,) 

{7J Net Benefit 20 

Net Bene!it 
or (Cost) 

[31 

(1)9.9) 

362.5 

(i=10%) 
Individu31 Benefit or (Cost) 

AroounC 

(2.4) 

35.2 

(11.0) 

146.4 

(47.3) 

Annual Crowth Composite Discount 
Rate (X) Rate (%) 

[' I [61 

° n.a. 

7 . 843 

5:769 

}/ "(p)1l r efers to periodic paytIl?nt eccurring every two years 

Discounted Value of 

't~il/Pertodtc Pala'funl 

171 ['1 

1 (22.083) 

, 6B1.56!1 

, . (242,481) 

Present ~orch 
(Ye.(ir 0) 

['I 

(1l'J,9QO) 

20.016) 

24.042 

7 . 513) 

384,726 

(U6.S74) 

53.83) 

Net PrCII (!nt Worth (JIP~) "' 158.2 

l/ Assuming benefits' increase by 2% annually and harvesting costs increase by 4% annually 



$0.53/m3
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4. UNCERTAINTY AND TIME CONSIDERATIONSY

A usual point made about uncertainty (and risk) is that the further into the future

a given event occurs the more uncertain is that event. For example, in projecting future

stumpage prices, we can be fairly confident that an estimate of next year's price will be

reasonably accurate unless totally unforeseen major events occur to disrupt trends. Such

events are also less likely in ,a shorter period. We cannot be nearly as confident about

stumpage price estimates 30 years from now. The same holds for final or intermediate

product prices and for costs.

However, at the same time, errors in far future estimates are lesa important in NPW

or ROR calculations than errors in near future estimates. The degree of importance depends

on a) the discount rate used in NPW calculations, b) the project's implied ROR, and c) the

period of years between the present and the year to which the estimate applies.

Fbr example, assume an estimated stumpage price for pine of $30/m3 some 40 years

from now. A 20 percent error would put the range between $24 and $36 per m3, or $6 on

either side of the best estimate. However, in present value terms, discounting at 10 per-

cent, the range would appear as follows:

$0.66/m3 $0.80/m3

In other words, looked at in present value terms, the spread between high and low

estimates is only $0.80 $0.53 or $0.27/m3 as compared to $12.00/m3 in future or current

value terms. (The difference, of course, is still 20 percent.) What lookn like a large

difference in absolute terms 40 years from now is a relatively small absolute difference

in PV terms.

But now, suppose we had a faster growing plantation and we estimated a stumpage

price of $20/m3 some 15 years from now. The present value, at 10 percent, would be

$4.79/m3 and the range with a 20 percent error would be from $3.83 $5.75 per m3 or a

spread of $1.92/m3 in PV terms between high and low.

In this case, holding the discount rate constant, we can see that a given absolute

(or percentage) error in an estimate is more important, in PV terms, the closer it occurs

to the present. 2/ Conversely, using a higher discount rate reduces the importance of an

error in estimate of a value that occurs at a given time in the future.

In sum, on the one hand, uncertainty concerning estimates of future values tends to
increase the further into the future we go. On the other hand, the further into the future

a given value or event occurs, the less we have to be concerned about reducing the uncer-

tainty surrounding the estimate of that value or event, because its impact on NPW or ROR

will be less.

Y See EAFP, Chapter 10, which deals with treatment of risk and uncertainty in project
planning. Here we merely want to relate the subject to time considerations.

yObviously, if the error is estimated for year zero prices, the PV of the error will
be the same as its current value.

Low Best High
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4. UNCERTAINTY AND 'l'IME CONSIDERATIONS Y 

A usual point made about unoertainty (and risk) is that the further into the future 
a given event occurs the more unoertain is that event. For example, in projecting future 
stumpage prioes, we can be fairly oonfident that an estimate of next year's price will be 
reasonably accurate unless totally unforeseen major events ooour to disrupt trends. Such 
events are also less likely in ,a shorter period. We oannot be nearly as confident about 
stumpage price estimates 30 years from now. The salDe holds for final or intermediate 
product prioes and for costs. 

However, at the salDe time, errors in far future estimates are less important in NPW 
or ROR calculations than errors in near future estimates. The degree of importance depends 
on a) the discount rate used in NPW oalculations, b) the projeot's implied ROR, and c) the 
period of years between the present and the year to which the estimate applies. 

For example, assume an estimated stumpage prioe for pine of s3o/m3 some 40 years 
from now. A 20 peroent error would put the range between S24 and S36 per m3 , or $6 on 
either side of the best estimate. However, in present ~ t erms, discounting at 10 per­
oent, the range would appear as follows: 

Low Best 

3 SO.66/m . 

High 

In other words, looked at in present value terms, the spread between high and low 
estimates is only SO.80 - SO.53 or SO.27/m3, as oompared to S12.00/m3 in future or current 
value terms. (The difference, of course, is still 20 percent. ) What looke like a large 
difference in absolute terms 40 years from now is a relatively small absolute difference 
in PV terms. 

But now, suppose we had a faster growing plantation and we estimated a stumpage 
price of S2o/m3 some 15 years from now. The present value, at 10 peroent, would be 
$4.79/m3 and the range with a 20 peroent error would be from 13.83 - $5.75 per m3 or a 
spread of sl.92/m3 in PV terms between high and low. 

In this case, holding the discount rate constant, we oan see that a given absolute 
(or percentage) error in an estimate is more important, in PV terms, the closer it occurs 
to the present. 51 Conversely, using a higher discount rate reduces the importance of an 
error in estimate of a value that ocours at a given time in the future. 

In sum, on the one hand, uncertainty concerning estimates of future values tends to 
increase the further into the future we go. On the other hand, the further into the future 
a given value or event occurs, the less we have to be ooncerned about reducing the uncer­
tainty surrounding the estimate of that value or event, because its impact on NPW or ROR 
will be less. 

JV See 'EAFP, Chapter 10, which deals with treatment of risk and uncertainty in project 
planning. Here we merely want to relate the subjeot to time oonsiderations. 

31 Obviously, if the error is estimated for year zero prices, the PV of the error will 
be the same as its current value. 



Geometric series
Compounded and discounted annual and periodic payment factors, capital recovery factors, and oinking fund factors are áll derived
from the expression for the sum oí a geometric series. Por any non-zero real numbers; (a)and04 and for non-negativo integers,

(Y)and(n), the following serires is denoted:

a. . a + aK + aK2 + +aie

y.0

y-0

aK
- K[..YCI

5.] \i>

aKY . -a aerfl

]aKY (1-K) . a(1-Kn+1)

1-K
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AT wadi x 1

Treatment of Annual. and Periodic PLypents

Using tbe same notations above but excluding the first term of the series, the following series is denoted:

Determination of present value factors and futnre value factors forannual payments beginning "next year"
The discounted annual payment factor can be derived from either equation 1 or equation 2, depending upon when the annual payment
begins. Host texts refer to the secdnd case, i.e., payments beginning "next year" and continuing for a total of n years. There-
fore, this is the case derived below (from equation 2). Once that factor has been determined, it is much easier to derive the
first case (when the payment begins "this year" and continues for n more years) by using the case 2 factor rather than equation 1.

Let: a = annual payment beginning next year and continuing for a total of n years
n . number of annual payments falso equals the number of years until the last payment)
i = rate of interest (discount)
y - soy given year

(2j

3.°1

y.1

aK aK + aK2 +

a [i'l-

el
-1 -_]

- 1+K

+ aKY + + aKn

1-K

. aill-Kn+1
1-K

a[1"°
1-K

Then: aKy aK + aK2 + aK3 + MC° + aKn41

Therefore:

ty->t

L?n-0
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Treatatenc <I f "nnU"l! Ilnd I'eriedle 1' .lyn~~~ 

G~om~[rt~ ~erl~~ 

Compounded and discounted annual Bnd periodic pn~ent factors, capital recovery factora, and sInking fund factors a re all derived 
fro. the expression for the 9U1:l of a Beomeeric aeriea. For any pon-aero ru.l nwabera; (a) and Q4. and for non-nclativa. integers, 

(J)and(a). "the follow!ns ser1:ea is denoted: 

I 
, . 

.r-.+.J:+.JC~+"""" +d.7 +"". 
, 0 . ,... , -

., . 
0' 

men: 

Therefore: 

(1) ') 
1'"0 

Oalng the same ootatlone above but excluding dbe first term of the aeries, the followJng aeries 1. denoted: 

n 

L ai'_d+ar:2 + ... +aKY +o ··+aJf 
1'"1 

{_~l _ j 
1-< 

[ 0+1 '1 a 1-'[ -

l-K 
r oj 

0, 
n 

(2) L Y llt(l-K 
oK ". yol --r:if" 

o 0 

Determination of present value fActors and future" value factors for· annual paymt'nts be!!i,,"!"! "next~" 

The discounted annual pay=en t factor can be derived from either equation I or equation 2, depending upon when the annual pa)'lll.ent 
begina. H.>&t texts refer to the sec:ond c:ase, Le,. payments beginning "next year" and continuing for a total of n years . There­
fore. this is the case derived bel ov ~from equation 2). Once that factor has been determined, it is muc:h eaSier to derive the 
first case (when the pa)'lllCDt begina "this year" and continues for n ~ years) by using the case 2 factor rather th~n eqU4tion 1. 

tet: a - annual payment beginning r~ vear and continuing for a total of n years 

n - nlJlllber of annual pll)'llle lltS .~ala\J equals the number of years until the laat payment) 

i-rate of intereat (diar.ount) 

y • a ny given yea r 



Multiplying the
nmneratur and
denominator by

(3)

The future value (in year n) of an annual payment (a) received next year and continuing for a total of n years is derived from
equation 3 as follows:

n-1

a(1+07 a + a(l+i) + a(1+1.)2.1- - 4 a(l+i)Y + + a(l+i)n-2 + a(l+i)n-1

r-0

[(1+i)n - -11 (1. a +1)a
i(1+1)a

k4)

Then:

(Sa)

;1;-.

(1+i)
Y'l

n-1

y.0

Determinarion of present value fAsTörs and future value factors for annual paYtigntIt bPginning "rhis ypile
Using equation 3, the case I factor (the present value uf an annual payment beginning this year and continuing för a more years)
is derived as follows:

Let: a . annual payment beginning this year and continuing for n more years

n number of years until last payment (there are u+.1 payments)

i rate of interest (discount)

y any given year

a + a
a

a+ + + + a
Y

(1+1) (1+02 (1+i) (1+1)a

a(l+i)Y

- 200 -

a
--t- 4. a . A

Then, the series, 1+.1 (1+02 + +.(Ii147-1T*aiTin o equals the preaant value of an annual payment (e) received nekt
year and continuing for.n. years. Substitdring,T4 for E in equation 2. the following equation results:

-

-I-
n a

Tit-is

(1+i)a ft _
a

- 1
- a

(1+O° (1+i-1)

[(1+i)n - 1]

DISCOUNTED ANNUAL

PAYMENT FACTOR
[ (1+i)n -

a
i(l+i)n (payment starting "next year")

--

7 a

(1+1)n - 1
. a 1 +

(1+1.)Y

L.

i(l+i)a + (1+I) -
a

i(l+i)a

[-(.1+i)n (i+1) -

i(l+i)a

COMPOUND ANNUAL
PAYMENT FACTOR
(payment starting "next year")

DISCOUNTED ANNUAL

PAYMENT FACTOR (Form a)
(payment starting "this year")

(5b)

a_

7
yO

a
(i+i)a+1 _ 1-1

DISCOUNTED ANNUAL
PAYMENT FACTOR (Form b)

(payment starting "this year")(14.)YY I(1+1)"

...L+ 
Than. the •• rl .. , 1+1 

_A_ 

(1+1)2 

yNr And conUnu.1ol for.n. yean. 

KultiJllylng the 
numt!rntor and 
denominator by 

(3) 

t 
1"1 

t 
,...1 

__ A_ 

(1+1)' 
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+ • + "'. t. • 
. (ltq:\ .. (1+1)111 • equala th. pn .. nt vd\M of an enobal payunt 

SI.lb.t4.~d't1ll&.m tot' Ii:: in aqua.tlon a. tb._ foUovifta equation ruCllta: 

~ .'" .' 

'- (l+i)n - 1 l 
• l.Cl+l)D (l+i-l>J 

DISCOUNtED ANNUAL 
PA'fl1ENT FACTOR 

(payment 8cartiog "next year") 

Th!!l future value (in year n) of an annual payment Ca> received!!!.!! year and continuing for a total of n yura la dOTived frog 
P.quation 3 as follows: 

n-1 

~ ~(l+i)Y • a + a(I+1) + a(1+1)2.+ .•. + a(1+1)Y + ... + &(1+i)0-2 + &(1+1)0-1 

,...0 

n-1 

~ 
COHPOUIfD AlI!nIAL 
PAYMENT PACTOR 
(pay:atent atarting "next year") 

DfIlterm1DfttiM gf " ..... "' .. pt yAlye faCtR" Bnd futuT!!; glue f'Ctors for anpUlI pupeptA beg1nning "tb" ... n" 
Using equation 3, the case 1 factor (tbe present value of an annual payment beginning this year and continuing for a ~ years) 
14 derived as follows: 

Let: a. annual payment beginning this year and continuing for n ~ years 

n _ number of yeara until last payment (there are 0+1 payments) 

!hen : 

(5.) 

(5b) 

1 • rate of 1nterest (d1scount) 

y - any given year 

n 

~ 
__ a_ 

yoO 
(1+i)Y 

n 

') -'-
'-- {l+!)Y y-O 

• a +_a_+ __ ._ 

(1+1) (1+i)2 
.". ".--'- +." "+--'-

(1+1)' (1+1) n 

o a [ + (1+1)" - J 
i(l+l)1l 

·A r(l+1)n + (1+1)n - 'J 
1(1+1)0 

o • ~l+1)n (1+li -

'J 1(1+0" 

_. [(l+1)~ ] 
1(1+1)11 

DISCOUNTED ANNUAL 
PAYMENT FACTOR (Form a) 

(payment starting "this year") 

OISCO(}ll"r1!O ANNU .... L 
PAYMENT FACTOR (FOrni b) 

(pllyment DlnrtlnJ( "thl» year") 



y°0

a(1+1)Y . a + a(1+1) + 5(1+02 + + a(1+0Y + .

Utanc eauaCion 5a:

- 201 -
Equation 5a ia generally easier to remember (especially in relation tu equation 3). And when using an electronic calculator which
automaticall.y gives 00 tho. "next year" (equation 1) form, equation 5a is easier to use. However, equation 5b is earilmr to une
with an electronic caleulator which doesn't automatically do compounding and discounting.

As before the compounded factor can be easily derived from the discounted factor. The future value (in year n) of an annual
payment (a) received this vent and continuing for n more years is derived from equations 5a and 5b as follows:

As was the case with equation 5a, it may again be easier to remember equation 6a since it is composed of the sum of the future
value of an annual payment beginning next year (and continuing for a total of n years) and the future value of a single payment
made this year. However, equation 6b in as simple or simpler to use with electronic calculators.

Annual capital recovery factors and sinking fund factors

(l+i) -

Determination of present value factors and futur:value factors for periodic payments beginning "next period"

Compound and discounted periodic payment factors can also be derived from equation 2. The present value of a periodic (every t

years) payment (a) is derived below.

Let: a - periodic payment beginning in t years and continuing every t years for a total orn periods

time interval between periods

number..of periOdic payments (nt equala the number of years until the last payment)

rate of annual interest.(discount)

y any given period (yt equals any given year in which a payment occurs)

-2- -2- -2- a a
Then the series, (1+i)t + (1+1.)2t + .(1+i)3t + - 4. (T.T.T)Yt . . . (g.-E)nt, equals the present value of a periodic payment.

Substituting a composite periodic discount rate (p) equal to the rate of discount per pe_r_LA rather than per year, the same steps

can be followed as were followed in the derivation of equation 3.

+41)n-1 aa+i)n

I/
- Capital recovery and sinking fund factors are genernily.not meaningful in practical applications when payments begin "thts

year." However, they ..re tneoreti,ally as meaningful as equalluus 7 and 8 (uerivvd below), and may llave some practiLai use
88 w!.1-11. Thew, factors uouLd be the reciprocals of equations 51 and fib, respectively.

Two other useful factors can be
discounted annual payment factor
verse of the compounded annual payment

derived from preceding equations.
(when payment starts "next

The capital recovery factor (equation 7) in the inverse of the
year"), equation 3. The sinkingifund factor (equation 8) is the in-
starts "next year"), equation 4.--factor (when payment

n
ANNUAL CAPITAL

(7) a> FACTOR
a i(1+1

(1+i)Y (1+i)n - 1
Y°1

[i

n-I

RECOVERY

ANNUAL'SINKING
(8) a a(l+i)Y FUND FACTOR

(1+i)° -
(1+i)n

1(1+i)n

COMPOUNDED ANNUAL
(6a)

yO
a(1+1) 1 (1+i)°(1+1)n + PAYMENT FACTOR (Form a)

(payment'starting "this year")

Using equation 5b:
(14.0n+1

(1+i)u
i(1+1)"

COMPOUNDED ANNUAL
(6b) >.- a(1+1)Y PAYMENT FACTOR (Form b)

1][I+i)n+1

r=0
(payment starting "this year")
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Equa tion ~.t b t "~"\er,]lly ~,tlril~'L' l,' r",u,·mh.:~· (t!8I'c"iaily 111 r~l;\ll'ln rv equurlull J), And wlwn II>lJn~ :m eil!I:trunLc ,:;ll.:ulat"~ which 
8U[omatl.:::tJly ~lv">1 ull th,' "11")(t y,-nr" ("qulltl,ll1 J) form, .'qllatiull Sa 1!J ea~l"r to 11IHl. H,'w,·V'{'r. equilthm Sh Iii c<:It<I .. r to_ U!'I~ 

with an uiectroni..: cdl"'Liutur .... hlt.:h do .. sn't auLumo1tlcal1y do clJl1IpuuuJlnp. IIlld dli:I.~uuiltlng . 

As before the compounded factor can be easily d.:rlved from the discounted fnetor. The future value (1n year n) of an annual 
payment (.Il) n'celved ,tl!.!.::!. ~!..~ and continuing for n ~...!! Yt,'!ars 18 derived frolll eqUlltiona Sa and 5b as follows: 

t .(1+1)Y -. + .(1+1) + .(1+1)2 + ••• + .(1+1)' + ,... 

u 

L: &(1+1)' 

,...0 

n 

(6b) L: &(1+i)Y 

y-O 

•• 1 + (1+1)n - 'J 
1(1+1)n 

(1+1)" 

• : [1+1)n + -'J {1+1)D 
1 

L!1i~DIi: e!BI.:IUgD ~b: 

-. [1+1)n+1 _ j (1+1)" 
!(l+U

n 

-. tl+1)~1 - 'J 

COMPOUNDED ANNUAL 
PAYMENT FACTOR (Form &) 

(payment ·starting "this year") 

COMPOUNDED ANNUAL 
PAYHENT FACTOR (Form b) 

(paJ1MDt starting "tbis year") 

As was tbe case witb equation Sa. it may again be easier to remember equation 6a sinc~ it is composed of tbe sum of the future 
value of an annual payment beginning next year (and continuing for a total of n years) and the future value of a single payaent 
made this year. However, equation 6b is as simple or simpler to use with electronic calculators. 

: Annual capite.l recoveg factors and sinking fund factora 

Two other useful factors can be derive~ from preceding equations_ The capital recovery factor (equation 7) is the inverse of tbe 
d18cotmted annual pa}'1llent factor (when payment startlil "next year") . equation 3. !'be s1nking

lT
uod factor (equation 8) is the in­

~rae of the compounded annual pa}'UIent factor (when payment atarts .'~ year"). equation 4.-

(7) " (1+i)n _ I 

ANRUAL CAPITAL 
RECOVERY FACTOR 

• I 

. , 

I 
-;.. 1 . , 

j 
j , 

[ 
1(1+1)nJ 

-- ..... . 

n-1 
(8) • -L: 

,...0 

"(1+1)Y r· 1 ] 
L'l+1)n - 1 

ANNUAL ' SINKING 
FUND FACTOR 

Deterrlination of present value factors and future value. factors for periodic payments beginning "next period" 
Compound and discounted periodiC payment factors can also be derived from equation 2. The preaent value of a periodic (every t 

years) payment (a) 1s derived below. 

Let: a. periodic payment beginning in t years and continuing every t years for a total of·n periods 

t - time interval between periods 

n • number.of periodic payments (nt equals th~ number of years until the last payaent) 

i. rate of annual interest . (discount) 

y • any given period (yt equals any given year in which a payment occurs) 

Then the series, 
Substituting a composite period ic discount rate (p) equal to the rate 
can be followed 38 were followed in the derivation of equat i on 3_ 

-"- ut (1+1) ,equalli the present 
of discount per ~ rsther 

value of s periodic payment. 
than per year. th.e same steps 

!I 
C;tp lt~l recovery lind Alnkln~ fuud fllrlon:! ;t n' )(t!nt;ndly . not m('l1ning( ul tn prllctlo.:::ll .:lppllC,1tlonR when pnyml'nts be~ln "thlH 
year, 1l0WC\/lU, lit,,>, .. n' LllCoccl1 <...JU.)' i.la m".lrlln~rul i.lH l.!'luuL. ivlltl 7 and !l (u.:.ci.v..,J b ... low), aud 1<I;!y h..,ve !lorne pracLJ ..... .i '."'H: 

88 w;l1. TIu.s., fa r.to rs '-/<)Illd be thu reclpe,,(";!I!) Q( (!lluu tl(>UI; 5h nnu fib, Tp.opec tlvlilly. 

,I 



(9)

rnen:

n-1

(10) s.(1.+i)Yt a

y-o
Determination of present value factor-I-a-and future value factors for periodic payments beginning "thia year"

Using equation 9, the present value of a periodic payment beginning this year and continuing every t years for n more periods is
derived as follona:

Let: a . periodic payment beginning this year and continuing every t years for n more periods

.t . time interval between periods

n number of periodic paymenta after first payment (there are n+1 payments and at equals the number of years until the
last payment)

. rate of annual interest (discount)

y . any given period (yt equal° any given year in which a payment occurs)

a a a

' a
a a

(141.)Yt (l+i)t (l+i)2t (1+i)3t (1+i)Yt
(14.o0t

a

202

First p is defined: p (1+0 - 1 ; (1+0 . 1+0

Tnan, auhatituting (l+p) (1+i), the aeries,

a + a + + ° + _a_ + . _a_
(1+p) (1+02 (14-p)3 (1+p)Y (14-W1

is obtained, which is in the same form as the discount anual paymant factor aeries. Therefore, equation 3 can be derivad as
shown earlier, but thia time using p instad of i.

Il
a 1+pic -

n a

(1+4)Y

[
P(l+p)n1.1

Y=1

Substitutiag.
(140t

1 and (1+i)t (l+p)

(1+i)Yt
[144)at i]

(payment starting in t years)

DISCOUFTED PERIODIC
a

0.4.0nt

]a PAYMENT FACTOR

The future value (in year nt) of a periodic payment (a) received in the next period (in t years) and continuing every t years
for a total of n periods is derived from equation 9 as follows!

n-1
a(14.1.)ys 4 a(i+i)t a(1+i)2t 4. 4. ati+4)yt 4.

a(1+i)(n-2)t
a(14.0(n-l)t

pv0

fi__+n,

[(1+i).,
[9..t

-.(i)nt

(i+i)nt

(l+i)t - 1

(1+i)nt1+
(141)'t [p.+i)c -

COMPOUNDED PERIODIC
PAYMENT FACTOR

(parmeat starting in t years)

a

[14.0nt [(140t (14-/)nt

(1+i)" [(t+i)t -

L(1+Ont

[(1+1)t -1+d -'
a

(1÷1)" i.-4-t)t - j
_

...L 
(l+p) 
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..... 

•• +....!... + ••• + ....!... 
(l+pJ' (1+P)' 

U obtaiaad. whic.h :l.a in the .a. fOnl na tn. dbcount annual pa~t factor aerles. Therefore, equation. 3 can be derived •• 
• hewn. urUar, but thill tiM UIIing p instead of i. ---. 

Subatltutiol. P - (1+1)t. - 1. and (1+1)t • (1+P) 

(') 

DIS~ PERIODIC 
PATHENT FAC'IOR 

(payment starting in t Jeara) 

The future value (in year nt) of a periodic payment (a) received in the next period (in t years) and continuing every t years 
for a total of n periods 1s derived fro~ equation 9 a8 followa: 

(10) 

n-1 I a(l+l)yt - II + 8(1+1)[ + a(Hi)2t +- .- •• + ioIt l+i)yt + .. . + a(1+i)(n-2)t + 8(1+1)(n-1)t 

,...0 

D.t _ 1 

(l+i) t 

L (1+1)t _ 1 
,...0 

J (l+i)n< 

-'U 

CCIIPOUlfDED PERIODIC 
PAtMDT FACTOR 

(pa~nt starting in t years) 
~ 0(1+1)'< " . 0 t(1+1)nt - 'J 

Deteradnatlon of resent value factoro and future value lactora for ertodic menta be attin "chilt ear" 
sing equation 9, the present value of a periodic payment beglanlng this year and continuing every t y_rs for Ii ~ periods is 

derived as follows: 

Let : a. p~riodic. p8~nt beginniug this yesr and continuing every t years for n!!2!! periods 

.r • UlIIe interval between periods 

Then: 

n - number of periodic p8y.eDt~ after first payment (there are 0+1 payments and nt equals tbe number of years until the 
last payment) 

i • rate of annual interest (discount) 

y - any giv~n period (yt equa ls any given year in which a payment occurs) 

! 
yoO 

--'-
(HOyt 

• +--'­
(1+i) t 

+-'­
(Hi)2t 

+-'- + 
(1+1) 3t 

(HO
nt 

_ 1 ] -( ,-+ 1""')0':""'800-( ,-+=-,)~, ---=1] 

-. 



(9)

When n)

(15)

(lb)

a

(114)Yt
10°0

Again, ea before the compounded factor can beptaily derived from the diacounted factor. The future value ((n year nt) of a
periodic payment (a) received this year and continuing every t years for n mora periods is derived from equation 11 ea follows:

Y-0

a(1+1)Yr

When .., the necond term
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(1+0 -(nt+t) DISCOUNTED PERIODIC
PAYMENT FACTOR[0.44)nt 17:1.1

(payment starting "thie year")

.a + a(l+i)t + a(1+1)2t +

[i

(i+i)(nt+t) 1
,1+i)nt

'a (141)nt [(l44) t
i]]s

[ 1

(144)(nt+t) i

' a (1+()t - 1

Periodic capital recovery factors and sinking fund factors
Theoretically, periodic capital recovery factors and periodic sinking fund factors are possible. They would be derived 'analogously
to equations 7 and 8 from equations 9 and 10, respectively. However, in practice they are not in general use.

Determination of "infinite" factors

When annual or Periodic payments continue for an infinite period (or for a sufficiently long finite period such that the "next"
payment has no measurable present value) the equations for present values of such payments become much simplified. Four

equations described in the preceding paragraphs can be simplified, equations 3, 5b, 9 and 11.

(3) 7 a ..[(1+1)n - a[
(1+1)]

y.1
1(1+i)n

1 1

When the second term (67F7.3-n) appraoches zero, leaving [il

n.00

DISCOLNFINITEUNTEDANNUAL
PAYMENT FACTOR

(payment starting "next year")

1
i(1+1)n

1
DISCOUNTED ANNUAL
PAYMENT FACTOR

FINITE

(payment starting "thi$ year")

[1When u- b, the second term 17.674.7 approaches zero, leaving i
[1+1

n oo INFINITE

(14)

(1+1)

. a [141 or a 1 +

yO (payment starting "this year")
PAYMENT FACTOR

a DISCOUNTED ANNUAL

[(i+i)1,_d

a [ (1+1)(nt+t) - 1 (1+1)t
. a

(1+1)Yt (1+1)nt El+i)t - (1+i)t - 1

(1+11t:1

(1+0" [1.1.)t approaches zero, leav1np t
+ 0.+1J

au+i)yt a(14.1)(n-1W+

COMPOUNDED PERIODIC
PAYMENT FACTOR

(payment starting "this year")

FINITE
'.,ISCOUNTED ANNUAL

PAYMENT FACTOR
(payment starting "nett year")

- a
- (1+1)nt [(1+1)t - 1](1+i)t 1

1 1

the second term [I+i)nt 1]] approaches zero, leaving [I+i)t .

INFIN/TE
DISCOUNTED PERIODIC
PAYMENT FACTOR

(payment starting in t years)

1

(i+ont Li+i) t 1.1

INFINITE -

\, at (1+1)t DI SCOUI:W.II -VHR TMCI

PAYMF/IT FACToR
(1 )v 0,ot.

Y.O (paymunt ,tartIng "00 year")

FINITE
DISCOUNTED PERIODIC
PAYMENT FACTOR

(payment starting in
t years)

FINITE
D/SCOUNTED PERIOD/C

PAYMENT FACTOR
(payment starting "this

year")

>
y.1

a 1

i(1+i)Y

n

>
y.0

a
al

[1+1

i(1+i)Y

(1+i)n+1 - 11
i(l+i)a

a .
(i+ont

9°1

(3.+i)yt (i+i)nt

(12) a(1+1.)"

a
a

Y °I
(1+1)"

(11) o 

(l+1)'t 

DISCOUNTED PERIODIC 
PAYMF.NT FACTOR 

(pay.ftt atertin, "thi. year") 

Acain • •• beforll the cOllpounded fector can ba .. euily derived troll the dhcaunted factor. The t'utura value (in year nt) of • 
puled!c paylle1lt (a) nceived tbu ye,u and cQntinld1ll every t yun for D ~ period. 1 • . der1vad fTOWo ' ~ua.tlon 11 •• loUQUe1' 

! a(1+1)1t ... + a(l+t)t. + aU+1)2t + + a(l+1)yt + ..• + a(l+t) (n-l)r'+ •• • + a(l+l)nt ... 

(12) t ... 

, _':":':":":;";:.' 

• (1+0 . - ' I (l+1)Dt 

[ 

(at+') J 
(1+1) at [(l+i) t _ ~ 

_(1+1) - • t " [('+') (at+') - 'J 
(1+i) - 1 

COMPOUNDED PERIODIC 
PAY11!:HT FAC"l'OR 

(paymallt. atart.intI: "thill year") 

. Periodic c..pita.1 recovery be rots and dnkins fund factors 
Theoretically, periodic capital recovery factora and periodic einking fund factore are possible. They would be derived analogously 
to equationa 7 and 8 from equatlon9 9 and la, respectively. However, in practice they are not in general use. 

Determ1D.ation of "infinite" factors 
When annual or periodic payments continue for an infinite period (or for a sufficiently long finite period such that the "next" 
pa)'lDll!Qt has no !lleasurable present value) the equation!! for present values of such payments beco!lle much simplified. Four 
equatioD.8 de.scribed in the preceding paragraphs can be simplified. equations 3, 5b, 9 a nd 11. 

(3) t y.' 
_a_ 

(1+i)Y 

When n-=t a.. the second tena ~1!1)") appraochea zero, leaving (iL 

a·-

a [;] L _0-

,., (1+1)' 
(13) 

a 

L _a- • a 
(l+i)' 1(1+1) n 

(Sb) 

FINITE 
~ISCOUNTED ANNUAL 

PAYMENT FACTOR 
(ps}'1llent start1ng "next yeaJ:"") 

INFINITE 
DISCO~UAL 

PAlMEHT FACnlR 
(pay.ent ataJ:"t1ug "next year") 

PINnE 
. DISCOUNTED ANNUAL 

PAYMENT FACIOR yo(> 

. [.l1+1)O+' _ ']- -l':' ,(1~,)a ] 
(payme.ut staJ:"ting "t hi$ year") 

~en n -l>~. the second tena [ic1!1)U] approaches 

(14) r -(,-:-,-)y 
,.0 

zero, leaving [~ 
INFINITE 

DISCOUNTED ANNUAL 
PAYMENT FACTOR 

(ps)'1llent starting "this yeaJ:"") 

(') t, (1:')Y' • 0 [(1+':~:'E:+1); -~ .• G1+1); - , 

Whm a ~ "", ,h. moo' ,,'" E'+i)~' fr1+')' _ DJ ,,,,,",he. mo, 'uv'ng 

(15) 

(11) 

Wh.n n..., -. 
(1Ii) 

r -(-,:-,-)y, 
yo, 

-'­
(l+i)yt 

the second 
<em [1+00< G1H)t -l",C",Oh .. 

n·~ 

[ 'J ) -'- " ol ·..-.-.i.U:.! L 
(1t·t)Yl • (pol) L _ 1 

'i~ 

INFINITE 
DISCO~RIODIC 

PAYMENT FACTOR 
(payment starting in t years ) 

(1+i t 

(1+1)t _ 1 

zero, le .. vlnp 
[ !l+tl'~ 

(1+1/ - :J 
HlPINI,TE 

DISCIJIffll'ifu "l'r:RI!lUIC 
l'AnlErn FM':TI)I! 

(p.~ym"n! ti t an III ;: "lhhl ye"r" ) 

FINIIE 
DISCOUNTED PERIODIC 

PAYMENT FACTOR 
(payment starting ia 

t years) 

FINITE 
orscouNTi!i)j> ER IODlC 

PAYMENT FA(;TOR 
(payment start.ing "tht~ 

yo .. [''') 
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Appendix 2

Treatment of Annual and Periodic Paymenta When Payments Grow Annually

Determination of present value factors and future value factora for annual payments beginning "next year"

The usual case for a series representing the preaent vales of annual payments beginning "next yeai" and continuing for
total of n yesca lj

a a a. 4-

(1.-14)Y (1+i) (1+1)2 (1-4-1)Y
ya.1

(1+1)n

where, a a annual payment beginning next year and continuing for a total of n years.
n number of annual payments (also equals tha number of years until the last payment)

e rate of interest (diacount)
y any given year

However, this only repreeents the special case (perhaps the most con case) when (a) remains conatant. Often an annual
payment (beginning "next year") would increase at an annual rate (g), such that the follawing sequence would result.21"

a, a(l+g), a (l+g)2 , ,a(l+g)Y4, . . . , a(l+g)n-1

The present value of all (n) payments is represented by the following series:
.0.4s)n-1a a(l+g) a(1+a)2 4, a(l+g)Y-1

(1+1) (1+02 (1+i)3 (1+1)3' (1+iYn

Factoring out [ al , the series becomes:
l+g

2

[374a7g1 3 [lag] [137
+

[1a +gi [1+1. [141 [1 1+i

Three posaible relationships exist between(i)and(g).

ral+gi [(1+3"dd

If i>g, then a composite discount rate (d) can be defined.
aIf i g, then a direct summing of terms is possible, and the present value of the payments becomes; n [1d-g]

while the future value of the payments becomes; n (141)n.
If i<g, then a composite compound rate (c) can be defined.

e composite discount rate (d) equals: (l+g)
[1

Th
(1+1) 11

Substitutingf--1 into the above series for(l+d 1+1
1+

, the follawing series results:1

[al gi
[11+d

1+

[a+

[ 1 -
( )2 lg (l+d) 3

a
a (l+d)n -1

l+g d(i+d)n

This series is in the same form as the series used to develop equation 3 in Appendix 1 . Instead of annual Payment (a)
and discount rate (i), there is annual paymentW and composite.discount rate (d). Therefore, the following equation
(analogous to equation 3 in Appendix 1) for the present value of a string of annual payments can be derived:

-1+g n

Liia

See Appendix 1 , page 2 .

2/ The rate (g) could also represent an annual drnrease in (a). In that Case (g) would be negative. I-1 two or more
growth rates affected (a), (g) would be a ,aimposite of all growth rates.

a

1 a 1--I

l+g (l+d)Y 1+H[ (l+d)n[

- 204 - '. 

Appendix 2 

DIItermination o f present value factors and future value factOH for annual payments beginning "next year" 

na. tWual CUie for a .tlnea representing the pra.ent v.lUll of annual paymenta begioniol "next y.at" and eontlnu1ng for a 

total of n year. 18: 11 

• + . ••. •.• + • + ••• .• + •• 
(1+1) 

• - annual payment beginning next year and continuing for & total of n yeare. 

a - number of annual payments (also equals tbe number of year. until the last payment) 

1 - rate of interest (discount) 

1 - any given year 

., 

However, this only represents the special case (perhaps the most common caae) when Ca) re~ln. conatant. Often an annual 

payment (begInning "next year") would iocrelU!! at an annual rate (s); , such that the following sequence would re9ult.11. 

a, &(1+g). a (H3)2 . •• ,8(1+g)Y-1 ••••• 4(1+8)0-1 

The present value of all (n) payments is represented by the following series: 

a + a(1+g) + 
a(l+g)2 

+ .... + 
a(l+g)y-l + 

. + 
a(l+g)n- l 

(1+i) (Hi) 2 (Hi) 3 (1+i)Y (1+i)o 

Factoring out [,~J the series becomes: 

[,:J ~:J + [,~J [H~2 + G~ ~"r + • .. 
+ [,:.] [~~y + 

... + ~:,] E':T '+1 H1 

Three possible relationships exist berween(i)and(g). 

1-

2. 

If 1>g, then a composite discount rate Cd) can be defi.J?ed. 

If 1 - g, then a direct summing of terms is possible, snd the present 

while the future value of the paytDents be.come~ n [l~J (1+i)n. 

value of the payments becomesj n [l~J 

3. If i < g, then a composite compound rate (c) can be defined. 

[ .lli!l. 'J Th~ composite discount rste Cd) equals: (l+g) - . 

Subatltutlns[(l~~ into the above seriee for [i:: J . the following aeries results: 

This series is in the Same form as the series used to develop equation 3 in Appendix 1 Instead of annual payment (a) 

and discount rate (i) . there is annual Jlayment[l:~ and cOPlposite.discount rate Cd). Therefore. the following equation 

(analogous to equation 3 in Appendix 1) for the present value of a atring of annual payments can be derived: 

n 

• 
[ 

(H<)" -'J 
d(l+d)n 1+. 

See Appendix 1 ,pnge 2 

~.1 The rllte (~) co uld- also rf!presf!nt nn annuill 11"";r(:as~ In (a ). In Chllt case on would bp. ner,atLvE'. I·( cwn nr more 

growth ratf!!! nff(!ct..,d (tt), (I;) would Ill! II t:CI'Ilp<J!lLtc of :)1\ I;rowth nltefl. 



(A)

(c)

The future value equation is derived from equation A as follawa:

n-1

2.(1.1.$)n -y-1 (l4.1.)Y
a(l+S)11-1

a(1+g)Q-2 (144)
a(14.8)n-3+ a(1+g)(1+i)n -2 + a(l+i)n-1

y-1

rO

rt-1

n-1

a(l+g)n-1 (1+,)y

The composite compound rate (c) equals

(l+c)Y

[--

a(l+g)n -1 (1+i)Y

(l+g)Y

o

1a I

l+g

y-1

a [

a

a

a

[ (1.+d)' -

gl+d)n(1+8)

n-

l+g

(1+i)n l+d)n 4

[
d ril-+Igrid (1+g)

-

[(1+g)

11
(1+i)

SubStituting (l+c) into the original series for [Pi-1.1 , the following series results:

a a[T.r.d (1+0 + 1+8 (1+02 + [-2-] (1+03 + . . . + [A]l+g

This series is in the same form as the series used to develop equations 6e and 6b in Appendixl 'SubstitutingH2-1 for
l+g

(a)) and (d) for (i) , except that the first term is "missingu .- Therefore, using equation 6b from Appendix 1, the present

value of a string of annual payments beginning next year is derived.

(1)n+1 -1

(l+c)n - 1

c (1 i)
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1+d)n -1

a(i+On -1(1+d)Y L°d(l+d)n (l+g) (1+i)n

y.0

iibg.
DISCOUNTED ANNUAL PAYMENT FA.. TOR

(payment begins "next year")

(1+02 4. a(1+g)n-Y-1 (1+i)Y +

(l+c)Y. b..4]

DISCOUNTED ANNUAL PAYMENT FACTOR
(payment begins "next year")

ti rt ts nnt mathematically nreemenry Co define a separate composite compound rate (cJ. The composite discount rnte (d)

is sufficient ir one Es willing to work with negative. de In such cases. Ihwever, In practice it Is more meaningful

to work with positive compound and discount ratea.

2/ The series developed here fda a prement value of an annual payment whlrh "p.rnwa" by a higher rate (han the dIsenunt

lberelure, time present value si edeh sucresive year's payment Intl-vanes. ibis results in a sertea oi ihe
mame rum as the merles. reprementIng the compui,uded annudi pavdien, fdelor when g O.

[(1+g)n-1 Ei+d)n

COMPOUNDED ANNUAL PAYMENT FACTOR
(payment begins "next year")

CA) 
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,-, 
The future valua equation 18 derived fro. equ.tion A .. folIous: 

Q.a 
DISCOUNtED ANNUAL PAYMENt '~tOa 
(pay.nt beslu "QfI"~ year") 

!J'M)" -, ] 
• Ld(l+d)o (l+g) .' 

• 

-. 
(B) Q.a 

(e) 

The c:omposite compound rate (e) equal. f.lli&l. 1 ] 11 

COMPOUNDED ANNUAL PA'lKENT FACTOR 
(pa}'1llent begins "next year") 

LCl+1) 

Substituting (1+c) into the original series for [i!f~ . the following series result3: 

(He) + [l~ J (l+e)2 + [l.:.sJ (l+e)l + ... + [l:.a] (l+C)Y + ... + ll.:.a:] (1+<:)° 

This series 1s in the same fot"ID a. the sertes used to develop equations 6a and 6b 1n Appendix 1 ·Substttuttosh:sJ for 

(a») and {d) for (1) • except that the first term 16 "miasing" .11 Therefore, using equation 6b frolll Appendix I, the present 

value of • string of annual payments beginning next year is derived. 

n 

I [,:.] (l+e)Y 

y-1 

'\ [ . ] (l+c)Y-

L ' .. 
y-1 

[,~ [ (l+c)n+l -1 

, 

1 a t (He)n+1 -1 - e 

c (l+g) 

a [(He) [(He)n_~ 
c (1+g) 

• [¥.t [(l+c)n -,] J 
c (l+g) 

3 [(l+C)" - 1 J 
c (1 i) 

-1 ] 

!.Sa 
DISCOUNTED AlltlUAL PAYMENT FACTOR 
(payment beAtns "next year") 

JI rt ill not m'JLhc.,l,!tically n" -"'Hsnry t o del 11'16 a Hep.1rnte ('nr~posttt! compound rate (cJ. The cump"Hitll di.'l,:olll~t rnt" (,l) 

is Huf[ielent ir one. lM wlll in~ to !'lurk with nEK'!.!!~_ d'A In I",eh c a!'ln~, 1I,,,, .. ove.r. In pra(:ti.-c it 19 mvrl! ,nl!an fn ):rlll 

to work wlth po~ ltl v" comp"'md and dlHl:ollnt rllt,, -,. 

1.1 The .'Ier ft ·PI ,Iev"["r('ti I, f>r (, 1.'1 a pn'scnt VI.I,,1! or nn 'Inl1ll'll rllYlIII'nt whlrh " ): rnwA" hi' n hlRh('r r .,tf> rh,,, .. thr dllll'''I1 .. '' t 

r;:al..,. 11,,,, .. .., l ,, , .., , LI,t! I'lo:t;cnt \",.1'1\, uJ l'.n:h oIl.ll:,,,:,i vu 1""['.'1 v"ym~'nt Incro·a:IO,!!i . 1hllf f(·~lIlt.'l I." /I ,tI!rl"H "I tt ... 

... nnw ("rm :OK th.· lJ,·rl,·,,_ r"pn""'ntlnlo\ tho' ,·fH"p""",!<·.J :'''1'1" , ,1 ~.''1''''·n' f .... ' "r wl14~n I: .. O. 



(D)

n-1
[a(l+g)n-i (1+1)1

(l+g)'
Y=0

Y0

[a(i+g)n-11

(l+c)Y

nY>3

where,

e

(1+1.)Y

- 206 -

The future value form of equation C is derived in the manner of equation B, using the same series, repeated below:

n-1
a (1+10n-Y-1 (1+1.)Y 5(l+g)n-1 (,(14.0n-2 (14.1) 4.8(1+)n-3 (1+02 + 5(1+g)n-Y-1 (1+.1.)Y +

Y-6
. . + a(l+g)(1+i)n-2 + a(l+i)n-1

ril+c)n
I (1+1)n

aLe(l+i)

1/ See Appendix 1, page 2.
2/ The rate (g) could also represent an annual decrease in (a).. In that case (g) would be negative. If two or more

grawth ratee affected (a), (g) would be a composite of all grawth rates.

a
COMPOUNDED ANNUAL PAYMENT FACTOR
(payment begins "next year")

Determination of resent value factors and future value f o . ginni4e "rhis vpar"
The usual case for a series representing the present value of annual payments beginning this year anc continuing for n
more' years is: If

a a a a
a + + + . + +...+

(1+i) (1+1)2 (1+1.)Y (1+i)n

a annual payment beginning this year and continuing for n more years
number of years until last payment (there are n+1 payments)
rate of interest (discount)

y - any given year

However, again this only represents the special case when (a) remains constant. When (a) increases at a rate (g) each year,
the following sequence results: 2/

a, a(l+g), a(l+g)2, . . . a(l+g)Y, . .,a(l+g)n

The present value of all (n+1) payments is represented by the following series:

a + a [(.1-1-g1 + a
(1412

)2 + [71
+ a + . + a

(1+

(1+8)1. .

(1+i)-(1+1) (1+i)Y 00

As before, ehree possible relationships exist between (i) and (g).
If ig, then a composite discount rate (d) can be defined.
If i=g, then a direct summing of terms is possible, and the present value of the payments becomes a(n+1), while
the future value of the paymenta becomes a(n+1)(1+i)n.
If 1.4g, then a composite compound tate (c) can be defined.
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The fueure ,,,,,lue form of t!qulltion C 1:1 dcriv~d In tht: IlIlinner of ('quDtion B, uslnH the BAlM! gerielil, t"ep(':lltf'd below: 

(D) 

n-l 

~ 
y-O 

.-1 

L 
y-O 

... 1 

2: 
to<> 

4 (1+8)n-y-L (1+1»' 

[4(1+0 ).-1 (1+1)1 J 
(l+gF 

• 
[0(1to).-1J 

(l+c)Y 

a(l+g)n-l + n(l+g)n-~ (1+1) +4(1+~)n-) (1+0 2 + ••• + a(l+g)n-Y~l (l+!)Y + .. 
.. + 4(1+8) (1+1)n-2 + 8(1+L)n-1 

fu+c}n -1 J (1+U" 
aLc(l+1) 

~ 
C{l(POUNDED ANNUAL PAYMENT FACTOR 
(paY1leot begins "next year") 

Determination of present value factors and future value factors for annllal payments bcginnJ.ng "thiS yen" 

The usual case for 4 aerie8 representing the present value of annual payments beginning "thia year" ane continuing for n 

~ years 19: 11 

vhere, 

4 

• +-- + 
(1+1) 

4 
.•. + + 

(Hi)Y 
.+ 

•• annual paYM-nt beginning this year and cOtltlnuing for n .!!!2!!. ,years 

n - nuDber of yeaTS until last pa)"1llent (there are 0+1 pSycDents) 

1 • rate of interest (die count) 
Y .. any given year 

• 

Bowever, again this only represents the special case when <a> remains constant. When (s) increases at a rate (g) each year, 

the following sequence reaults: 11 

0, a(l+z;), &(ltg) 2, . • . . , &(1+&:)', • • • ,a(1+s)n 

The present value of all 

0+ a r(1to)l 
U1+1)] 

+. 

(0+1) pa,~nts 18 represented by the follOWing Beries: 

G1to)2l + ... +. (1to)'J +.. +. (1to)" l 
El+1>~ (1+1)1 (1+1)n J 

Aa bafore. three posBible relationships exist berween (i) and (8) ' 

1. If 1). g. then a composite dbcount rate (d) can be defined. 

2. If i . g , then a direct sUlllCdng of teI'U19 is possible, snd the present value of the payments becomes s(n+l) , while 

the future value of the payments becomes a{n+l) (l+i)n. 

3 . If 1 <. g, tben a composite compound rate (c) can be defined. 

11 See Appendix 1, page 2 . 

1.1 11\e rate (g) could also repr~sent an annual decre·ase in (.) .. In that caBe fa) would be negative. If two or lIlore 

growtb rates affected (d), (g) would be a composite of all g~owth rates. 

\.. .. 



y-0

a(l+g)a(l+d)Y - a

a(l+c)Y a

1/ See footnote 1, p2 of this appendfx.

2/ See footnote 2, p2 of this r!ppendix.
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Again, the composite discount rote (d) equals: (1+"

(l+g)

ri 1Substituting into the above series for Drl] , the following series results:

a + -A- + . s----. , a

(14,1) (i+d)' (i+d)Y (14C)n

This series is in the same form as the series used to develop equation 5b in Appendix 1, except that (dl has replaced (1).

Therefore, the following equation (analogous to equation 5b in Appendix 1) for the present value of a string of annual pay-

ments can be derived:

(l+d)Y
a

(l+d)n+1

d(l+d)n
DISCOUNTED ANNUAL PAYMENT FACTOR

a

(payment starting this year")
y-0

The future value equation is derived from equation E as follows:

a(l+g)n-Y (1+1)Y a(l+g)n + (18)n -1 (1+1) + a(l+g)n-2(1.+1)2 . + a(l+g)n -7(1+1)Y +

+041.'9)(1+1)n-1 + a(1+1)n
y-0

n

[4:(1+g)0 (1+1)1

(l+g)Y

a

[1+d)n+1 -1 ]

d (l+d)n
(1+i)n

y-o

Y
n

a(i+g).(,...d), . a
(1+i)n [(1+d)n+1 -1

d (l+d)n
y-0

-
(1+1)n [(1+d)n+1

a

ro.+i)ni

L(+g)n

(l+g)° [3.-1-d)a+1 -1]

The composite compound rate (c) again equals
[ (l+g)

(1+1)

1:>g.

COMPOUNDED ANNUAL PAYMENT FACTOR
(payment starting "this year"

1.
Substituting (l+c) into the original series (p. 3 of this appendix) for--- th, e following series results:

[1+111

a + a(l+c) + a(l+c)2 + . . . + a(l+c)Y + . . . + a(l+c)n

This series is in the same form as the series used to develop equations 6a and 6b in Appendix 1. (substituting "on for
/2- Therefore, using kquation 6b from Appendix/ , the present value of a string of annual payments beginning

this year can be derived.

14:g
DISCOUNTED ANNUAL PAYMENT FACTOR
(payment begins this year

(E) 

(') 

(e) 
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AR8in. the. cOlllpoaitc dhcount ratt! (cl) equals: ['1+0 -' -1J . 

(1+g) 

SubnltutJ.ng [Cl!dJ lnto the above aeriu for [.!±s] 
'+1 

a+ ....!... + _a __ "+ 
(l+d) (l+d) 2 

+_a __ 

(l+1!)Y 
+ .. + _a_ 

(l+d)n 

This •• dee 1& in the .a_ form .. tho aedee used to develop equation Sb in Appendix 1. except that (d') haa repbc:ed li). 

Therefor., the following equation 'analogoU& to equation Sb in Appendix 1) for the pt •• eat value of a atring of annual pay­

.ent. can be derived: 

a 
a 

The future value equation ia derived from equation E .. foltowa: 

1>. 
DISCOUNTED AlQruAL PAYMENT FACTOR 
(payment aterting "thia year") 

&(I+g)n-y (1+1)' • &(1+&)" + aCl+g>n-l (1+1) + a(1+s)~2(lti)2 + . . . + 8(1+8)"-Y(1+1)' + . .• 

.. a.(Jt,)(l+1)tt-l + &(1+1)0 

• 

L y-o 

• 

• rU+d)D+l -1 ] (Hl)D t d (l+d)D 

The co~.Jte compound rate (e) asaln equale [~ (1+1) 

SubnttuUns (1+e) into the oripo.al .. ri .. (p.3 of tbis appcradix) 

a + .(ltc) + .(l+c)2 + • • . + .(l+c)' + ... + .{l+c)n 

Q& 
COtl'WMD!D AKKUAL PAYKEN'l' FActOR 
{pa,..nt atarting "thia y_r" 

the follovtns aerie. results : 

'ftlis aerie. is in the •• me fora ... the serle. uaed to develop equation. 6a and 6b in Appendix 1. (substituting "e" for 

"1") . ~/ Therefore, U1!111ng .equat1on 6b from Appendix 1 • the present value of a string of annual pay-=ent8 beginning 

,.to year caD ba derived. 

n 

a [(1+<>:' -~ I a(l+c)y . 
y-o 

!I S •• footnote " p2 of this Ilppenrli'x. 

l' S •• footnote 2, p2 of this Ilppr.ndh. 

i<& 
DIS COURTED ANNUAL PAYMENT FACTOR 
{pa,.nt begins ".this year" 



Y.1

where, a e periodic payment beginning in t years and continuing every t years for a total of n periods

t = time interval between periods

n e number of periodic payments (nt equals numb'er of years.until last payment)

= rate of annual interest (discount)

y any given period (yt equals any given year in which a payment occurs)

However, this only represents the special case when (a) remains constant. When (a) increases at a rete (g) each year

the following sequence results:4./

a

a

[(1+c)tr+1
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The future value form of equation G is derived in the manner of equation F, using the same series, repeated below:

a(14-0"-1' (144)Y a(l+g)n + a(l+g)n-1 (1+i) + a(l+g)n-2 (1+02 + . . . + a (1+g)n-1'(1+0Y + .

yee0 . . + a(l+g)(1+i)n-1 + a(l+i)n

(1+1)0

[(l4)n+1 _1]

COMPOUNDED ANNUAL PAYMENT FACTOR
(payment begins this year")

Annual capital recovery factors and sinking fund factors

Capital recovery factors and sinking fund factors generally do not consider growth ratas. They are only affected by thm

interest rate (i), the number of payments (n), and the total amount of current or future principal to be repaid or accumu-

lated. It is true that (i) might either be defined to be.a real rate or a rate which includes an expectation of the average

rate of inflation over the period. If (i) is defined as a real rate, the real value of each period's payment (a) would have

to be multiplied by an inflation factor (CPI /CPI )1/, to get the nominal value which would then equalize the real value of
Y 0

each payment. If (i) is defined to include inflation, each period's payment (a) would be equal in nominal terna, but each

successive payment would decline in real value. In such a case, areal rate of discount could be used with a negative (g)

used to represent the annual decline in the value of (a) (which would be defined in nominal - not real-terms). Then (g)

could be used in the manner described in this appendix. Capital recovery factors and sinking fund factors which include (g)
would be che reciprocale of the discounted annual payment factors and the compunded annual payment factor, respectively'

(applying the same conditions as do these equations, namely, the "i:g" relationship and the year in which payment begin.O.

However, when one is not working in real value terms, using a negative (g) to represent the annual decline in real value

caused by inflation is much more difficult than defining (i) to include inflation and using the simpler equations developed

in Appendix 1.
2/

Determination of present value factors and future value factors for periodic payments beginning "next period"

The usual case for a series representing the present value of periodic payments beginning in t years and continuing

every t years for a total of n periods is: 2/

1/ Consumer price index for year (y) divided by consumer price index for year zero.

2/ If: rereal rate of interest and f= inflation rate, (1+0(1+0-lei, the composite rate of interest which includes
inflation. Defining a negative (g), g..-f/(1+0, is unnecessary and more complicated to apply.

3/ See Appendix 1, page 3 .

The rate (g) could also represent an annual decrease in (a). in that case (g) would be negative. if two or More

growth ratea affeoted (a), (g) would be a compuelte of all growth rntes.

a a a a a

(14.i)yt
(1+1)t (1+1.)2t (1+i)Yt (1+1)" .

(H) 
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thill future valu!! (onn of equation G hi dt!'t"ived in the rn.anncr of equdtiun F. using the 11 111110 series. repeated below: 

" 

I a(Hg)n-y (1+1)Y a(l+g)" + &(I+g)n-l (1+1) + 4(1+~)n-2 {1+L)2 + ... + II (1+&)0-Y(1+1)Y +. 

,-0 + &(I+g) (1+1)n-l + .(I+1)n 

n 

. [(l+O)~' -1 J I ~(l"')" (1+1)i (HilD 

,-0 (1+&)Y 

" _E1+1)n [cl+c)D+l -lD ~ 
a(l+g)n 

ill a 
(l+C)Y c COMPOUNDP.D ANNUAL PAYMENT FACTOR 

y-o (payment begins "thia year") 

Annual capital recovery facto~9 and sinking fund factors 

Capital recovery factors and sinking fund factors generally do not consider growth ratea. They are only affect ad by the 

intereat rate (1), the number of payments (n), and the total a.ount of current or future principal to be repaid or accumu_ 

lated. It 18 true that (1) might either be defined to be. a rea.l rate or a rate which includes an expectat.ion of t.he average 

rate of inflation over t.he period. If (i) is defined as a real rat.e, t.he real value of each period'. payment. (a) would haye 

to be mult.iplied by an inflation fact.or (cpt ICPI )1/, t.o get t.he nominal value which would then equalize t.he real value of 
y n 

each payment.. If (i) is defined t.o include inflation, each period's payment. (a> would be equal in nOainal terma. but each 

successive payment would decline in real value. In such a case. a~eal rate of discount could be used with a negstive (8) 

used to represent. t.he annual decline in the value of (a> (which would be defined in ~ - not real- terms>. then (g) 

could be used in the manner deacribed in this appendix. Capital recovery fact.ors and sinking fund factors which include (g) 

would be the reciprocals of the discounted annual pa~nt fact.ors and t.he compunded annual payment. fact.ora. respect.ivelY 

(applying t.he same conditions as do t.hese equations. naUlely, the "i:g" relationship and the year in which payment. begin's}. 

However, when one is not. working in real value terms. using a negative (g) to represent. the annual decline in real value 

caused by inflation ia much more difficult than defining (i) to includp. inflation and using t.he simpler equations developed 

in Appendix 1. y 

Determination of present value fact.ors and future value factora for periodic pa'(!l\ents beginning "next period" 

The usual case for a serles representing the present. value of periodic payments beginning in t years and continuing 
every t years for a tot.al of n periods i8: l' 

where, 

a 

a 

a a • • 
(1+1) t + (l+1)2t 

+ , , , + + .. . + 

periodic payment beginning in t years and continuing every years for a t~tal of n periods 

- time interval between periods 

n - number of periodic payments (nt equals number of years ,until last payment) 

i-rate of annual inter~st {discount} 

y - any given period (yt equals any given year in which a payment occurs) 

Hawever. t.his only repreSents the special case when (3) remains const.ant , When (a) increases at a rate (g) each.l!.!.!. 
the following sequence results:il 

!I Conaumer price index for year (y) divided by cons umer price index for year zero. 

11 If: r-real ~ate of Lnter~st and f- Infla tIon r~te. (l+r}(l+f)-l-i. the compos1te r~te of intereat whirh includes 
inflation, Defining a negative (g), g--f/(l+f), is unnec~ss ary and more complicated to apply. 

11 See Appendix I, pa ge 3 , 

!!I The rate (g) could also represent an annu,11 de, ' reose 1n (a), In thllt. ease (g) would he nep,atlve. If two or Morc 

grCNch ~at CG .1.[ Cel1teu ( OJ) , (K) would be a compus lte of all growth fatclil. 



(I)

a a(l+g)t

Factoring out [1:g)t] , the series becomes:

Y-1

Y'l

a(i+g) 2t

Substituting, p (l+d)t -1, and (l+d)t (l+p)

a
(l+d)nt -1
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-1)ta(l+g) . . a(l+g)(n-1)5a, a(l+g)t, j(14g)2t (v

The present value of all (n) payments is represented by the following series:

a(l+g)+ + . . +

.1 3t
14 a l+glt Y

4--+(tl+g)a 1+1 (tl+g) 1+i

sr
[1-1,-g4)] (1+g)t 1+1[::]

e composite discount rate 0) equals L14
Th

(1+0
1]

Substitutingr--.+d) into the above series for ij , the following series results:0! -1
-

[a
1 a 1 a 1 a 1 a

r-

u+g)]i+d) [(-14.8)]+a)2!I
[1+g)ti

(1+d)3t (l+g)t +Yt (l+g)t [(1+d)nt

The composite discount rate (d) is in'annual terms. To facilitate the simplification of the above series, it is useful
to define a periodic composite discount rate, p (l+d)t -1.

Then, substituting (l+p) (ltd)t the following series results:
- a 1 a 1 a 1 a 1

(1+P)
Li+sd

[1+p)] Ll+g)] [1+p)]± + [1+g)d [1+p)]+ +[14-g)d

a
This series is in the sama form as the series used to develop equation A, except that -21-- has replaced ---- and

(l+g)t '-4-g
Wiles replaced (d ). Therefore, the following equation (analagous to equation A) for the present value of a string of

periodic payments can be derived:

a ] (1+p)° -1

(l+g)t P(1+P)n

(i+d)nt -1

(l+d)nt [(1+d)t -1]

(i+g)t0.4ont Fl+d)t

(y-lit a(1)(n -1)e

1.7>g

DISCOUNTED PERIODIC PAYMENT FACTOR
(payment starting in t years)

The future value (in year nt) of a "growinv." periodic payment rceived in the next period (In t years) nnd continuing
every(t)years for u LoL41 of(n)periods La derived trOM equation L HS follows;

(1+:)t 1+i

-.1bree possible relationships exist between (i) and (g).
1. If I> g, then a composite discount rate (d) can be defined. a
2. If i g, teen a direct sunning of terinS is possible,

while the future value of the payments becomea;
and

a
the preeent value of the payments becomes;n

(l+1)' .

(l+g)t
3. If i < g, then a composite compound rate (c) can be defined.

(1+1)c (+02t (l+i)3t.
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TIIO pr~.ent valu~ of all (n) payments 1s repr~6ented by the followin8 aeries: 

• &(1+&) t + + + 
& (1+g) (,..1)[ .(1+&:) (a-l)t 

+ + ••• + 

'.Qree p0lll81ble re1atloNlhiR8 exist between (1) and (g) • 
... " . -. 

(l) 

1. If i> 8. then a composite ~t rate (d) can be defined. r J 
2. If i • 8. eben a direct summtnS of te~ 1s possible, and the present value of the payaenta beca.e8jnl(;~g)t • 

wile the future value of the payuleDts becollleS; [a 1 (Hi)ne 

n (l+')J 
3. If i < g. then a composite compound rate (c) can be defined. 

The composite discount rate (d) equals '-1-'­
SuDstitutingh+d)! into the above series , , 

r.lli!l. l 
L(l+~i -j. 

for b~j the followiog series result. : 

The composite discount ratc (d) is in" annual terms . To facilitate the aiDplificatlon of tbe above series. it is useful 

to define 8 periodic composite discount rate, p • (l+d)t - 1. 

Then. substituting (l+p) • (ltd)t. the following series results: 

... + 

(P)" has replaced ( d ). Therefore, the follOWing equation (analagous to 

A, except that r~ 1 h_ replaced 
L(l+g) tJ 

equation A) for the present value of 

-!hie se~es is in the same form as the series used to develop equation 

periodic pa~ts can be derived: 

Substituting, p • (l+d)t -I , and (l+d)t • (1+P) 

n 

L [(1:,)~ [(1:.)j 
[ (1+,)n' -1 

-,] ] y-1 (l+d)yt (l+d)nt [(1+d) t 

i 
!2JI 

• DISCOUNTED PERIODIC PAYMENT FACTOR [ (l+,)n, -1 ] (pay~nt st~rtiog in t years) 
(1+g)t • 

(1+g)t C]+cO ot Ul+d)t -~ y" 
(l+d)yt 

Th~ future value ( 10 yenr ot) of <l "~rnlollnr." JlcriOfl1c Jl<lYIlll!nt rpcelved tn tho.' nf')(t period (1.0 t y",ars) (lnd cnnt10uing 

~vc rY (l)ye;Jr~1 for a tU~1I1 'J(II)pcl' l u dti it> df:,-lv«.J lruin <!qu,'Llun 11:18 fall" .... y; 
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(I)

YO

The composite compound rate (c) equals

(n -1)t yt
a(1+g) (l+d) a _

1:-14-g)
(1+i)

Substituting (l+c) into the original series (p.6 of this appendix) for , the following series results:

Ll+i

1.(11-g)]
(1+e) t

[ a
( l+g) t

(1.12t) '

(1+e)3t +
- a

(l+c)Yt + .

[ a jo..c)nt

[(1+g) (l+g) ti/ (l+g)t

a

The camposite compound rate (c) is in annual terma. To facilitate the simplification of the above series. it is

useful to define a periodic camposite compound rate, p (l+c)t -1.

Then, substituting (l+p (l+c)t, the following series results:

f
al+g)t]

[

a(l+g)]

[

(l+ag)]

a I
(l+p) + , (1+P)2 + (l+p)3 +

+ 1+g)-
(l+p)Y + . . a I (l+p)n

[k (i+g)t

a
This series is in the same form as the series used to develop equation-C, except that[(1701] has replaced tl+g and

(p) has replaced (c) Therefore, the following equation (analagouS to equation C) for the future value of a string of

periodic payments can be derived:

- a
(1+13)Y =

(l+g)t (1+)'

Substituting, p.(1+c)t -1, and (l+c)t . (1+P)

(l+c)Yt a
0.4.0t

yl

a

(1+1)t

(l+g)t .1.+c)t

1/ See footnote 1, pagel of this appendix.

210

a(1.13)(n-y-l)t(i.oyt .0.0(11-1)t ao+g)(n-2)1-04.0t .,(1,0(n-i)t(1.0.!t 40.4.0(n-y-l)to.oyt

. . + n(L+g)t(1.+1)(n-2)t + a(1+1)(n-l)t

a(1.+0(1-1)t (1+i)Yt (l+d)" -1

[

. a

(l+g)Yt (l+g)t (l+d)nt

-1r ( 33,_a ) (n--1) t [0..1.0 nt ...)]

(1)t
-1

(l+p) fil+p)n -1]

r(i+d)

(14.1) nt

g

COMPOUNDED PERIODIC PAYMENT FACTOR
(paynent starting in t years)

(14-i)nt [(l4d)" -1]
n-1

>-
a(1+g)(n-l)t(l+d)Yt a

7](1+8)tri-i)
r,1+cot

(14..ont
Y°0

(J) 
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H.(l+g) (l1-y-l)t O +oy t _ u{\+)c\) {Ll-lh + :l(t+,.;)(Il-~)r(l+L)( + a(I .• g)(II-l)t(l+l) :~ [ + . .. + ,dli-!!.)(n-y - L)t(l+llyt .. 

. + tl(l+~)t(t+t)(n-.!)t + n(l+n(n-l)t 

l """[,,£:T ,J ] n-1 
.(1+8) (n-I) t(l+d)Yt 2: -. [(1 .... )' -] (1+g)[ - --,... (l+s;)a.t 

" 
n-1 t (1,,) (n-1), [(l+d)nt -1] ] !.J. 

~ 
.(1+&) (~-l)t(l+d)yt 

- •• (l+d)t -1 Cct{POUNDED PERIODIC PAYMENT FACTOR 
(payment starting in t years) ,... 

The composite compound rate (el equals [(1+&;) -J 
L(l+i) J 

Sub.ti'uting (1+,) in'o ,he ottgina! .ede. (p.6 of ,hi. appeDdix) fot [:: J ' 'he foll~iD' .eti .. te.ult" 

11 

(1+,)' + [(1:),J (l+o)" + [(1:)'] (1+0)" + :. , + l{l:)}-:C)Y' + . . . + [,:)~ (1+o) n, 

The composite compound rate (e) 1s in annual terms. To facilitate the simplification of the above ser ies. i t Is 

useful to define a periodic composite compound rate. p .. (l+c)t - 1. 

Then. substituting (l+p) • (l+c)t. the follOWing aerIes results: 

[~1(1"")' + . , . +1 ~l(1"")Y + ... + [_a J ( 1..,,)D 
(Hg) ~ ~l+g) t J (1+g) t , 

rep l aced [~ aDd This series Is in the sa=e form as the aeriea used to develop equation 'C, except that[(~+g)L] has 

(p) has replaced (c) Therefore, the follOWing equation (analagous to equation C) for the future 

periodic payments can be derived: 
value of a st r ing of 

(l+P)Y .- • 
(1+g) t 

Subetituting. p_(l+c)t -1. and (l+c)t • (1+P) 

'n 

[(1+,)D' -1~ I ~ 1 (1+e)Y' 
[ (1+,)' . • (1+g) t ... (1+g) L [(l+c) t -~ 

y-1 

- • [(1+g) 'J El+C)nt -~ 
~1+i2t 

(l+g}t ~l+c)t_~ 

11 See footnote 1, pllge 2 o f this ttppcndlx. 



n-

Y=0

5
[14.8),1 (13-e)Y`

a

(1+1)Y t

[a

(l+g)
(n-1) t

(l+c)Yt

t[ l+g
a + a +

1+1

a

a
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[0.4.0(n-1)t [(l4.0)nt

(l+c)t

Deterudnation of present value factors and future value factors for periodic payments beginning "this year

The usual case for a series representing the present value of perfodic payment beginning this year and continuing every

(0 years for (n) more periods is:11

a a a

a + + +...+
(1+i)t (1+i)2t (1+1)Yt (1+i)nt

y-0

where, a periodic payment beginning this year and continuing every t years for n more periods.

time interval between periods

number of periodic payments after first payment (there are n+1 payments and nt equals che

number of years until the last payment)

rato of annual interest (discount)

y any given period (yt equals any given year in whieh a payment occurs)

However, this again only represents the special case when (a) remains constant. When (a) inereases at a rate (g) each

year, the following sequence results:11

a, a(l+g)
t, a(14.8)yt, a(l+g)nt

The present value of all (n+1) payments is represented by the.following series:
14.1 2t [ 141 14.1

. + a

nt

+.
. . ±a --- ---

1+1 1+1 1+1

As_a

DISCOUNTED PERIODIC PAYMENT FACTOR
(payment starting in t years)

1<g

COMPOUNDED PERIODIC PAYMENT FACTOR
(payment starting in t years)

As bsfore, three possible relationships exist between (1) and (g)

If 1> g, then a composite discount rate (d) can be defined.

If 1 g, then a direct summing of terms Is possible, and the present value of the payments becomes a(n+1),

while the future value of the payments becomes a(n+1)(1+1)nt.

If i< g, then a composite compound rate (c) can be defined.

1/ See Appendix 1, pago 4.

2/ The rnte (g) could also represent an annual decrease In (a). In that case (g) would be negative. if two qr more

growth rates af-fected (a), (g) would he a composite of all growth rates.

The future value form of equation K is derived in the manner of equation J, using the same series, repeated below:

n-1

(1+g)(0-y-1)t (14.0yt
a(l+g)

(n-l)t a(1.4.g)(n-2)to.4.0t a(1.41)(n-3)t(i+i)2t

rO

re-1

+ a(l+g)(n-y-l)t
(14.0yt (141)t(1.14)(n-2)t a0.4.0(n-l)t

[4.1.)yt ]
(l+s)(n-1.)t(1

.

(140)0t
(Ifi)flt

(1,i)t .1.4.c)t ..11a
14.8)yt

Y-0

(1+0"' -t
a

(l+t)t(1.-I-c)t
(R) 

(L) 
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" ~1+"'ot -1 -~J !.La 

2 ~,J (l+c)yt • 
(1+1)t ~l+c)t DISc.oUNTED PER(tlorr. PA'"MENT FACTOR 

(pllyllent st:trtinjl;. ill t yeats) 

y.' 
The future value form of equation K 18 derived in the ~nner of equation J, uaing the aame series, repeated below; 

8(1+8)(0.-1-1)[ (l+l)yt 

+ 8(1+1)(0-y-1)[ 

.. 

• 
rU+1) (n-l)t (lh:)nr _g 
l (l+e)t_l 

ill 
COMPOUNDED PERIODIC PAYMENT FACTOR 
(payment atarting 1n t years) 

Determination of present value factors and future value factors for periodic payments beginning "this Year 

Tbe usual case for a aeries representing the present value of periodic. payment beginning this year and continuing every 

(e) yean for (0) ,!!2!!;.. peTioda is:!! 

• • • • +--
(iH)nr 

• + 
(1+1) t 

+ 

where, • - periodic payment beginning this year and continuing every [ years for D!2!! periods . 

- time interval between periods 

o - nUDDer of periodic pa~nts after first payment (there are 0+1 payments and Dt equals the 

ouaber of years until the last payment) 

i-rate of aODual interest (discount) 

y - any give~ period (yt equals any given year io whi~h a payment occurs) 

However. this sgaiD only represents the special caae when (.) remains constant . When (a) increases at a rste (g) each 

year. the follawing aequence results:.!1 

a, a(l+g)t, a(1+g)2t ,. ., a(l+g)yt •••.• a(l+g)ot 

11>. present value of all (n+l) payment& is represented by the .following series : 

1+<J' -- + 1+1 
. a [1+<] 2, +. 

1+1 .. ~ a [:: r + .. • ~ • [::r 
As b~forc, three possible relationships exist between (i) and (g) 

L If i) g, then a composite discount rate (d) can be defined. 

2. If i - g, then a direct summing of terms 1& posaible, and the present value of the payments becomes s(n+l), 

while the future value of· the payments becomes 8(n+l) (l+i)nt. 

J . If i( g, then a composite compound rate (e) can be defined . 

11 See Appendix I, page 4. 

~I The rnte (g) could also repres~nt nn annunl decrease in (a) . Tn that case (g) would be negative. If two Qr more 

growth rates ;INected ( a), (1-\) loIuul,1 be R c<Jmpulilte (If Itl1 ",r(Nth rnt~9. 



Again, the compoaite discount rate (d) equals.
11+i)

(l+g)

Substituting [
(l+d) into the above series for --- , the following series resulta:

+ + 4 + .+
(l+d)t (l+d)2t

As before the composite discount rate (d) ia in annual terms. To facilitate the simplification of the above series,

it is useful to define a periodic composite discount rate, p = (l+d)t -1.

Then, substituting (1+P) (l+d)t, the following series results:

1 a a a+ + + +...+
(l+p) (l+p)2 (l+p)Y (I+p)n

This series is in the same form as the_series used ro develop equation E, except that (p) has replaced (d). Therefore,

the following equation (analagous to equation E) for the present value of a string of periodic payments can be derived:

yO

y0

y0

Y"0

1

a

a

(l+p)Y

Substituting, p (l+d)t -1, and (l+d)t (14-p)=

a

a

(i+d)Yt

The future value equation is derived from equation 14 as follows:

a (1+g)(11-Y)t (1+i)Yt

[a

(1+g)nt (1+1)1

0.+8)yt

r.0

a(l+g)nt (l+d)Yt

a(l+g)nt (l+d)Yt

1/ See footnote 1, Ix 2of this appendix.

a

(i+d)Yt

[

(l+d)(n+1)t -1

(14.0nt [(14..dot ...1]

-

a
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14-1

4- 4-

(1+ d n t

(1+d)(n+l)t -1

(l+d)nt 1+d)r -

(1+i)nt [(1+d)(n+1)t
_3]

a
(1+1)71

(l+g)nt
P+d)t -11

(l+g)nt [(1+d)(n+l)t

a
(i+d)' -1

(I+g)
The composite compound rate (c) again equals ---- -1

(1+0

DISCOUNTED PERIODIC PAYMENT FACTOR
(payment starting "this year')

- a(l+g)nt + a(l+g) (n-l)t (14-0t
a(14.8)(n-2)t (14.02t

.0.4.0(0-y)t (14,i)yt 5(14g)t (14.1)(n-1)t 8(l41.)nt

COMPOUNDED PERIODIC PAYMENT FACTOR
(payment starting "this year")

r 

(M) 

(N) 

Again , the compo.lt~ ~~ rate (d) equals: 

• +~ + 
(l+d) t 

the above aerie. fer 

• + ••• + 
(~)2t 
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fci+1) 
Gl+/I) -l 

[l+~ • the following serlea reaulta: 
1+1 

• + •.• + • 

~ before the composite discount rate Cd) 1_ in annual te~. To facilitate the simplification of the above aeries, 

it b useful to define a periodic compollite discount rate , P .. (l+d) t -1. 

Then. a ubatltutiDg (l+p) .. (l+eI) t. the following aeriee reaulea: 

• + 1 • • • 
+ 

(l+p)2. 
+ .+ + . . + 

(l+p) (1+p)' (l+il)l'I. 

Tht. aeries is 1n the same form as the aer1el used to develop equation E, except ~hat (p) haa replaced (d). Therefore. 

the follOWing equation (ana18gou8 to equation E) for the present value of • string of periodic p.y~nt8 can be derived: 

n 

[ ] 2 a (l+p)n+l -1 
• a 

y-o (1+P)Y p(l+P)n 

Substituting, P .. (l+eI)t -I, and (1+d) t .. (1+P) 

n [(1+d) (n+1lt_1 
-1]] L a 

(l+d)Yt 
• a 

(l+d)nt ~)+d) t 
y-o 

!2A 
DISCOUNTED PERIODIC PAYMENT FACTOR 

• (payment starting "this year ") 

The future value equation is derived fr~ equation K as follows: 

a (l +g) (n-y) t (l+1)yt • 8(1+g)nt + s(l+g) (n-l)t (1+1)t + 8 (1+g) (n-2)t (1+1)2t + 

+ a(I+&)(o-y)t (1+1)yt + • .. + a(I+g)t (1+1) (n-l)t + a(I+i)nt 

• a 

" 

2 a(l+g)nt (l+d)yt • a 

,-0 

n 

'\ a(l+g)nt (l+d)yt • a 

L 
,-0 

The composite r.ompound rate (c) again equals 

JJ See footnote 1. Po 20f this appendix . 

] (l+1)n' 

~ "",.: [,,"""'" ~ l 
(l+1)n~ 

t ~1+d)t_~ 
(1+g) n 1 

l(1"")"' [(Hd) (n+1), 

(l+d) t -1 

[

(HI) 

(1+1) 

-~1 !.U 
COMPOUNDED PERIODIC PAYMENT FACTOR 
(payment starting "this year") 



(0)

(P)

1+1
Substituting ( l+c) into the original series (illicit' this appendix) for "--- , the following aeries resultsl+i:[

a + a(l+r)t + a(1+02t + . . . + a(l+c)" + . . . + a(l+c)nt

As before, the composite compound tate(r) is in annual terms. To facilitate the simplification of the abeve series, Lt
is useful to define a periodic composite compound rate, p " (1+c)t -1.

Then, aubstiuting (l+p) (l+c)t, the following series results:

a + a(l+p) + a(1+02 + + a(l+p)Y + . . . + a(l+p)a

This series is in the same form as the series used to develop equation G, except that (p) has replaced (c). Therefore, the
following equation (analagous to equation C) for the present value of a string of periodic payments beginning this year can
be derived:

y'0

Substituting, p (l+c)t -1, and (l+c)t ' (1+0

a(l+c)Yt

y'0 (l+c)Yt

ri.+1

. [(1+p)n+1
-P

a
(1)(n+l)t -1

The future value form of equation 0 is derived in the manner of equation N, using the same series, repeated below:

(e+l)t a+i)t a(i+g)(n-2)t 0.4.1)2t (14..8)(n -y)t(i)yta(l+g)(n-Y)t(1+1)Yt a(l+g)nt + a(l+g)

a(1.1.8)r0.4.0(0-1)t 610.44)nt

a(l+g)(n-Y)t (1+i)Yt a(l+g)nt + a(l+g) (n-l)t (1+0t + a(l+g) (n-2)t(1.44)2t 4_ au+s)(n-y)t

(1+i)Yt + . . . + a(l+g)t (1+4.)(0-l)t a(14.4)nt

-1 -1(l+i)nt
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1<g
DISCOUNTED PERIODIC PAYMENT FACTOR
(payuent starting "this year")

< g

COMPOUNDED PERIODI-C PAYMENT FACTOR
(payment starting "this year")

Periodic capital recovery factors and sinking fund factors

Theoretically, periodic capital recovery factors and periodic sinking fund factors are possible (see Appendix 1, page 5).
However, neither factor generally considers growth rates (see page .5 of this appendix). If some application of periodic
capital recovery factors or sinking fund factors (which include an annual growth rate) exists, the present value and future
value formulas for periodic payments (which include on annual growth rate) can be inverted and used in the manner
described in Appendix 1.

Determination of "infinite" factors
When annual or periedi,: payments (which include an annual growth rate -n ) continue for an Infinite period (or.for
sufficiently long rinite period Huch that che "rurt" payment has no measureable present value) sume of ihe equations for
present values of such payments become much sins/lifled. Only rases where i g can be simplified, sine° when l < g

the present values of successive payments d,, not decrease. Poor equations described in this appendix can he simplified,
equations A, E, L, and M.

(i+orit 14.0(0-1-1)t _d

a (),

a

Y=0

Y'D

Y"O

a(l+g)nt (1+i)Yt a
(l+c) (n+l)t

(l+g)Yt (l+c)t -1

(O) 

(P) 
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M befo re. the composite cO!llpouml r at .. (~) bJ 1n nnnllal terms. 

1. useful to define a periodic composite compound rare, p • 

then, Bubstluting (l+p) - (l+c)t. the following aedes results: 

a + a(l+p) + a(1+P)2 + . . + a (l+p)Y + 

To facll1t .. tl.' the ~ll11pli£iclltton of th~ nbl've aeries, it 

(l+c)t -1. 

This ae ries ia in the aa=e fo~ as the series uaed to develop eq~tlon G, except that (p) bas replaced (e). Therefore, ~e 

tollav1ng equation (analagoU9 to equation C) for the present value of a string o( periodic payDenta beginning this year can 

b_ derived: 

Substituting. p • (l+c)t. -I, and (H"c)t - (l+p) 

n 

2 
y-o 

"'- future 

n 

2 y-o 

n 

2 
y-o 

n 

~ 
y-o 

n 

~ 
y-o 

• ~+<) (n+l}t -1l 
L (1+c.)t -1 .J 

!£& 
DISCOUNTED PERIODIC PAYMENT FACTOR 
(paYllM!nt starting "this year") 

value form of equation 0 1s derived in the manner of equation N, using the same series, r epeated below: 

a(l+z) (n-y)t (1+l)yt 

t(l~}nt (1+1}ytJ 

(l+g)yt 

[a(1~}nt J 
(l+e)yt • 

a(l+z)ot + a(l+g) (o-l)t (l+1)t + a (1+z) (0- ,2)t (l+i)2t + ... + a (1+g)(n-y )tU t i)yt 

... + a(l+g)t(l+!) (n-l)t + a(l+i)nt 

a(l+g)nt + a(l+g) (n-l)t (l+i)t + a(l+g) (n-2)t(l+i)2t + ... + a(l+g) (Il-y)t 

(l+i)'t + . . . + a(l+g) t (l+1) (o-l)t + a(l+l)llt 

[(1+0) (n+1}t 

J 
a 

-1 
(l+i)nt 

(1+e)t -1 

-~J ~(l+1}nt Ii'+<) (n+l}t 
!£& 

(1+e) t -1 
COMPOUNDED PERIODIC PAYMENT FACTOR 
(payment starting "thi8 year") 

Periodic capital recovery factors and sinking fund {actora 

TheQretically. periodic capi tal recovery factors and periodic sinking fund faetora are possible (aee Appendix l. page S). 
However. neicher factor gene r ally considers growth ratea (gee pa~e S of this appendix). If some application of periodic 

capital recovery fa~tors or sinking fund factors (which include an annual growth rate) exists, the present value and f~ture 

value formulas for pe riod ic payments (which inc lude on annual growth rate) can be inverted and used in the manner 

deacribed in Appendix 1, 

Oete r lllinol tion of "inf1nlte" fac t o r" 

When a nnual or perJ od l c ptlYI1H.'nlR (..,h j r- h in clude an I1nnual Il,rowth Tll ll! - J: J concinue for an inCinite period ("rOCor /I, 

sufficienlly long t"in icc perIod Huc h Iho1t th., "r1l!:~t " l' ;lymcnc has n'l m(la':"lr~'able pr.esent vaiue) !'lome uf the cquljllun~ for 

present vnluclJ of l>u('h payrlll: llt~ become much "imp/lrl"d. Only rllller; whl're i) 8 Clln h", ~lmpIJflcd . fllnr .. when 1 <: q 

the prcHcnt valucR "f HIJC{"CSH!V': pIIYM,·ut,. tln nu t d." on·agl! o F"o llr c'I'"ltlnn:1 dC!I("r\l'w.\ in thLIi .,Ppclu\i x c:tn I", 1J1Illpllfl",I . 

equations A. 1-:. 1, ;Ind M, 
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when n , the second term

Therefore:

noo

(Q)
:> r-']7Ll+g
Y-1 (/+d)Y

When the second term

Therefore:

Y-1

Terefore:

y-1

4/1
Y '0

Therefore:

When , the second term

a (1+d)n+1

cl+d)YI d (l+d)n

a

(l+d)Yt

When n-3 .4, che second term f

a

a

1.

[d(l+d)n]

Ed

a [((l+d)nt

-I

1+g)t(l+d)nt

1

1

a

approaches zero, leaving

[(l+g)t (l+d)nt [(1+d)t -

= a (1+8) t

(n+i)r-3.

aa (l+d)nt [(1+d)t -1

(l+d)nt Ll+d)t

[(i+d)c -J

-
(1+d)t

(14,1) -
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(1+d)

1

approaches zero, leaving

Iapproaches

zero, leaving

i>g : FINITE

DISCOUNTED ANNUAL PAYMENT FACTOR

(payment begins "this year")

1

(1413) [(1+d) t

i>g : INFINITE

DISCOUNTED PERODIC PAYMENT FACTOR
(payment starting in t years)

1

1

TNFINITE

DISCOUNTED ANNUAL PAYMENT FACTOR
(payment begins this year")
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DTSCoMNTED PERIoDIC PAYMENT FACTOR
(payment starting "th)s year")

1.:>g : FINITE

(A)
y-1

rai
l+g

-1
a

1 1 1>g : INFINITE

° a

[(1+e
d(l+d)n (1+8)] d(141)

[
d(l+d)n (l+g) DISCOUNTED ANNUAL PAYMENT FACTOR

(payment begins "next year"(11-d)1'

(14,ot -1 (l+d)nt [(i+d)t -1]
DISCOUNTED PERIODIC PAYMENT FACTOR

(payment starting "this year")

a
(i+g) t[ [(14)t

- (l+g) t (l+d)nt El+d)t -TJ
DISCOUNTED PERIOD/C PAYMENT

(payment starting in (t)
FACT(

years)

approaches zero, leaving
[d(i+d)" 0.+:)]

a
rd(l+g)1

[d (11+g)1
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DISCOUNTED ANNUAL PAYMENT FACTORn
. (payment begins "next year")

(A) 

(Q) 
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.!L.s. ' !:!!!ill 

[ (1+d)[ 
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(paYIlll'nt ~HartJn .. "lilts yt:ac") 
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Appendix 3

Application of Electronic Calculators to Solutions of Discounting Problems

Several types of electronic calculators can automatically calculate the present value

of a series of annual or periodic payments. Some electronic calculators also have the option

of selecting either the end of year (column 1 of Table 2) factors or the beginning of year
(column 3 of Table 3) factors.Y For those calculators which only specify the end of year

factors, one can calculate the beginning of year factors by adding in the value of the first
payment. V For example, the case illustrated in Table 4 applied the factor for the present

value of an annual payment beginning immediately. The discounted value of net benefits for
years 7,19 (W43.9 annually) was determined using a calculator to calculate the discounted
value of a sequence of annual payments of W43.9 which began in year 8 and continued through
year 19. The discounted value of these 12 annual payments (at a 10 percent discount rate)

was automatically calculated to be W299.1. The value of net benefits for year seven was

added (W299.1) + (W43.9) to give a total discounted value (in year 7) cf W343.0.

To derive discounted and compounded values of peslelic payments using electronic cal-

culators, one first needs to calculate a periodic discount rate (p) equal to: ((1+1)t-1).

where (i) equals the annual discount rate and (t) equals the period between payments. Then
the periodic payments can be treated as annual payments on the calculator, using (p) instead
of (i). To calculate beginning of period and end of period payments, the same steps need to

be followed as were described above for annual payments.

The use of a periodic discount rate can be illustrated by using the periodic net
benefit (of W90.2) from Table 7. The periodic discount rate equals 21 percent ((1.10)2-1)
and 6 periodic payments occur after year 6. The discounted value of the 6 payments (using

the 21 percent discount rate) equals W292.7. Adding the value (in year 6) of the first

payment (W292.7 + W90.2) the total discounted value equals W382.9 as shown in Table 7.

A few of the annual payment formulas in Table 10 closely resemble their nongrowth'
counterparts in Table 2. By substituting (d) or (c) for (i), and in some cases by further

multiplying by an additional factor, electronic calculators with financial functions can be
used to quickly calculate discounted or compounded values. However, for most of the formu-
las in Table 10, the adjustments necessary to "fit" the formulas into the electronic calcu,.

lator's format are more time consuming than directly calculating the formula through multi-
plication of its componets.

2 Table numbers refer to tables in the text.

Y The "end of a given year" is equal to the "beginning of the following year" in this

terminology, i.e., on a calendar year basis, 31 Dec., 11:59 p.m., 1976 equals 1 Jan..

00:01 a.m., 1977.
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multiplying by an additional factor, electronio oalculators with financial functions can be 
used to quickly calculate discounted or compounded values. However, for most of the formu­
las in Table 10, the adjustments neoessary to "fit" the formulas into the electronic calcu­
lator's format are more time consuming than direotly oaloulating the formula through multi­
plication of its componets. 

JV Table numbers refer to tables in the text. 

Y The "end of a given year" is equal to the "beginning of the following year" in this 
terminology, i.e., on a calendar year basis, 31 Dec., 11:59 p.m., 1976 equals 1 Jan., 
00:01 a.m., 1977. 
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Annendix 4

Calculation of Net Present Worth (NPW) in Table 3

The calculation of the net present worth (NFW) for the Korea cash flow (Table 1)

is demonstrated in Table 3....3/ Eight single years or annual series of years which have

different net benefits (costs) are identified in the eight rows of Table 3. Column 1 of

Table 3 lists each year or annual series of years, and column 2 shows the net benefits

and costs from Table 1. These two oolumns oontain all of the information found in row 8

of Table 1. Columns 3 and 4 of Table 3 identify the initial years of discount and the

discounted values, respectively, for the two series of annual payments (rows 2 and 7).

Since Table 3 illustrates the use of the "end of year" annual payment formula, each

initial year of discount equals the year prior to the start of the annual series. The

discounted values in column 4 are determined by using the "end of year" annual payment

formula (from row 1, column 1 of Table 2) and a discount rate of 10 percent. Column 5

of Table 3 indicates the present value (year 0) of each single payment and series of

annual payments. The present values of the 6 single payments in Table 3 (rows 1, 3, 4,
51 6 and 8) equal the values in column 2 discounted at 10 peroent for the number of years

indicated in column 1. The present values of the 2 series of annual payments (rows 2 and

7) equal the values in oolumn 4 discounted at 10 percent for the number of years indicated

in column 3. The final step is to add all of the 8 present values in oolumn 5 to get the

net present worth (NPW), equal to W170.0.

J/ Tables referred to in this appendix are text tables.
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