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Abstract 

 

This paper uses the well-known Oaxaca-Blinder decomposition technique to understand the 

determinants of wage-gaps between men and women, between urban and rural workers, and 

between those employed in the rural agricultural versus the rural non-agricultural sectors, for 

the 14 developing and transition economies in the RIGA-L dataset. The unexplained male 

female wage gaps (i.e. the gaps that remain after controlling for a host of observable 

characteristics of the job and the worker) provide estimates of labor market discrimination 

against women that are consistent with prior estimates from other countries, and are generally 

similar in rural and urban areas. We argue that countries with large unexplained urban-rural 

gaps, such Tajikistan and Malawi, are those in which rural to urban migration is likely to 

persist even in face of high urban unemployment rates. Furthermore, we find that large 

unexplained wage gaps in favor of non-farm employment, versus paid labor in farming, exist 

in Tajikistan (53%), Ecuador (44%), Nepal (36%), Nicaragua (32%), and Nigeria (30%); 

these would then appear to be the countries for which a shift of existing workers, with their 

current attributes, from the farm to the non-farm sector would have the largest impact on rural 

incomes. 
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1. Introduction 

 

Among the most durable findings in comparative international labour economics are that 

urban jobs pay better than rural ones, that non-farm employment pays higher wages than does 

paid work in the agricultural sector, and that men earn more than women.  This paper seeks to 

shed new light on the scope and determinants of these pay differentials, using data from a 

collection of 14 household surveys from developing and transition economies that have 

recently been standardized for comparative analysis, as part of the Rural Income Generating 

Activities project (RIGA) of the Food and Agriculture Organization (FAO).
1
  

  

 Our aim is essentially diagnostic: we seek to identify which countries, and within the 

limits of generalization from a small number of countries, which regions, face the greatest 

policy challenges in three areas, the first of which is the issue of rural-to-urban migration.  

The relation between internal labour flows and the rural/urban wage gap has played a central 

role in development economics since at least the work of Arthur Lewis (1954).  The 

canonical model of this relationship is that of Harris and Todaro (1970), in which the 

incentive to migrate is measured not simply by the wage differential, but rather by the 

expected earnings differential, taking account of the probability of unemployment in the 

urban areas.  This model, which has received extensive empirical support (see, for example, 

the survey by Yap, 1977), has the following corollary: countries with large rural/urban wage 

differentials are likely to see large numbers of rural migrants remain unemployed for long 

periods in the cities.  Their presence may in turn exacerbate problems of urban poverty and 

service delivery, encourage informal peri-urban settlement, and even fuel political unrest. 

 

 The first generation of studies that followed the Harris-Todaro model were generally 

highly stylized in their discussion of which wage and unemployment differentials were 

relevant to the decision to migrate, often dividing workers into skilled and unskilled 

categories, but no further.  Later work took more seriously the questions of worker 

heterogeneity, of the econometric estimation of counterfactual earnings opportunities, of the 

quality of rural workers’ information about urban wages and employment prospects, of 

cyclical or return migration, and of the possibility that perceived income gaps might depend 

on the migrant’s choice of reference group, and hence on relative versus absolute wage 

comparisons (Stark and Bloom, 1985; Stark, 1995; Ghatak, Levine, and Price, 1996). 

 

 In this paper we take a middle-ground approach to the estimation of the relevant wage 

differential between urban and rural areas, ignoring some of the more complex issues just 

cited.  We employ a straightforward technique that has long been a staple of the analysis of 

race and gender-based wage differentials, namely, the Oaxaca-Blinder decomposition 

(Oaxaca, 1973; Blinder, 1973).  This adjusts the observed gap in mean wages between two 

groups for differences in the average attributes (or “assets”) of each class of worker (often 

including factors such as occupation and industry).  The remaining, unexplained, portion of 

the wage gap is then due to differences in the rates at which these assets are remunerated in 

(say) rural versus urban labour markets (differences in “prices”).  This adjustment, we argue, 

approximates the effort made by the average rural worker to estimate the gain in wages that 

“people like me” could expect to receive if they found employment in the city.  The 

decomposition technique is essentially no different than comparing like individuals in the two 

locations, based on observed wages and observed characteristics.   
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 As such, it may well be plagued by problems of sample selection bias, the solution of 

which preoccupies much of the empirical literature (Stark, 1995).  The problem is that the 

comparison of wages for ostensibly similar individuals in the two areas may not yield a good 

measure of the counterfactual wage that would be earned by the marginal migrant, 

particularly if those with the highest levels of unobserved skills are the first to migrate, or the 

first to be employed.  Yet we argue that such complex arguments are likely to be of second-

order (or lower) importance to the migrants themselves, who must work with the information 

they have, much of which will be anecdotal, i.e. derived from reports of wages earned by 

people to whom they consider themselves similar, based on observable factors. 

 

 Our approach yields what might be called a standardized descriptive model of wage 

differences: the results are not offered as unbiased estimates of structural (causal) parameters, 

yet, because the technique of description and the set of conditioning variables are 

standardized across countries, comparisons of results may yield valuable insight into the 

proximate determinants of the relevant rural/urban wage gap in each country, at roughly the 

same level of sophistication as might be employed by the migrants themselves.
2
   

 

 What we find are that urban-rural wage gaps appear larger in our sample of Latin 

American countries than in our South and East Asian countries.  Results for Africa and 

Eastern Europe and Central Asia were quite heterogenous, as detailed below.  If a large 

unexplained wage gap provides a large incentive to migrate to the urban areas, we would 

conclude that this incentive is strongest in Malawi and Tajikistan.  

 

 Our second comparison, between wages in agricultural versus non-farm employment, 

serves a similar purpose.
3
  While early models of development typically conflated the rural 

with the agricultural as a matter of convenience,
4
 this simplification has become less 

convenient as rural non-farm employment has grown in importance (FAO, 1998; Reardon, 

Berdegue, and Escobar, 2001; Davis, et al., 2007).  Moreover, the fact that non-farm jobs 

generally pay higher wages that do farm jobs suggests that rural economic development may 

hinge on the movement of wage labour from the farm sector to other rural economic 

activities, if not to the cities.  Using the same data we will employ, Winters et al. (2008), 

show that while agricultural jobs generally do pay less, there is still a considerable overlap 

between the farm and non-farm wage distributions in most countries.  They argue that the 

sector of employment is a less important determinant of access to high-productivity jobs than 

are factors such as education and the quality of local infrastructure.  Still, it remains 

important to determine just how large the wage advantage is, or appears to be, for a worker 

who moves from a farm job to a non-farm job, given current levels of education and 

infrastructure, and this is what our method is well-suited to measure.  Countries that display 

large unexplained pay differentials between agricultural and non-agricultural work (such as 

Ecuador, Nepal, Guatemala and Nigeria) are likely to be those in which the exodus of wage 

labour out of agriculture will be most rapid, and for which this shift in employment patterns 

represents a viable way of raising rural incomes, particularly if non-farm investment responds 

in some proportion to the size of the wage differential, i.e. seeks to exploit the fact that 

additional workers may be attracted to the non-farm sector at lower wages than are currently 

being paid.  By contrast, we will demonstrate that for some countries (particularly Albania 

and Bulgaria) this pay differential is negative, meaning that no such incentives exist on either 

the supply or the demand side of the non-farm labour market. 
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 Our third outcome, the male-female wage differential, is, of course, a fundamental 

measure of gender equality.  Grimshaw and Rubery (2002) note that gender wage gaps have 

now been included among the structural criteria by which the European Commission will 

judge economic equity, but that to make this judgment requires that one take account of the 

different skills and levels of experience that men and women may bring to the labour market, 

which is exactly what the Oaxaca decomposition seeks to do.  In this application, the 

unexplained wage gap, or the portion due to differences in “prices,” is often identified with 

discrimination, although, as we will see, it is at best an imperfect measure of employer 

discrimination in the labour market.  Here the policy implications have nothing to do with the 

incentive to move from one group to the other; instead comparing the results across various 

countries, using comparable specifications and comparably structured datasets, should allow 

us to draw some general conclusions about their relative degrees of gender bias, and about 

which policy interventions might be most effective in reducing gender disparities. 

 

 In analyzing the male/female wage gap we first stratify the data for each country into 

its urban and rural areas, in order to test the proposition that gender pay gaps might be 

affected by institutional differences between the two.  On average, we find no clear cut 

rural/urban difference in either the size of the wage gap, or the share of it that can be 

explained by differences in assets.  In both the cities and the countryside, men earn about 25 

percent more than women
5
, on average across our sample, and only two or three of these 

percentage points can be attributed to asset differences, by which we mean human capital or 

demographic differences (age, education, ethnicity, marital status, number of children); 

additional characteristics which describe both the job, and, indirectly, the skills of the job-

holder (public or private sector, main or secondary job, full or part-time status, occupation, 

industry); and a set of controls for region and the quality of local infrastructure. 

 

 The RIGA data also allow us to add eight new countries
6
 to the list of those for which 

gender wage gaps may be analyzed by this method, and to provide updated results for six 

more.7   Combining our data with other published results generates a dataset of 121 country-

years for which the male-female wage gap can be studied in this way. For this group we 

demonstrate that the unexplained male wage advantage bears no relationship at all to the level 

of development (as measured by PPP income per capita in constant dollars).  Further analysis 

of this question is the subject of work in progress. 

 

 Together, these three analyses summarize the relative magnitudes of three important 

dimensions of interpersonal inequality in developing and transition economies, namely, those 

due to location, sector, and gender, and provide rough estimates of the degree to which these 

inequalities might be reduced through the manipulation of either asset endowments (e.g. 

educational interventions, or rural road building) or prices (e.g. antidiscrimination policies).  

Because our sample of countries for which rural/urban and farm/non-farm wage gaps can be 

studied is too small to support a cross country regression analysis, for these two outcomes we 

will limit ourselves to identifying those countries that fall at the high and low ends of the 

spectrum of unexplained inequality, the policy implications of which we have described.  
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2. Data 

 

The RIGA dataset builds on surveys drawn primarily from the World Bank’s collection of 

Living Standards Measurement Surveys.
8
  Some 25 such surveys have been standardized to 

facilitate comparative cross-country analysis at the household level, and have been used such 

purposes as the study of the role of access to agricultural assets and institutions in 

determining farming outcomes (Zezza, et al., 2008b) and the estimation of the impact on 

poverty of the recent spike in food prices (Zezza, et al., 2008a).  This paper draws on a subset 

of 14 of these datasets for which the individual-level labour market data have been rigorously 

cleaned and coded for comparability, as described by Quiñones, et al. (2008).  All analyses 

are conducted at the level of the job, not the person, since most surveys allow people to report 

more than one job held in the last year.  Our sample consists of all recorded jobs held by 

those between the ages of 15 and 65, and includes casual, part-time, and temporary or 

seasonal employment as well as regular full-time jobs.   Note however that our data on farm 

employment do not reflect agricultural self-employment, despite its importance as a source of 

rural income.  This is because the implicit wages associated with family farming are 

extremely difficult to estimate at the individual level without more detailed data on time use 

than is generally available. 

 

 Wages are analyzed in terms of local currency units per day, rather than per hour, 

because hours of work were not always reliably available.  In discussing our conclusions we 

check them against the findings that emerge for the subset of nine of our 14 countries for 

which hourly wages were calculable.  
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3. Methods 

 

The Oaxaca-Blinder decomposition technique was developed independently by these two 

economists in 1973, and has since been elaborated on by Cotton (1988) and Neumark (1988) 

among others.  Its virtue lies in allowing for the possibility that discrimination might be 

reflected not just in a fixed differential between the wages of, for example, men versus 

women, but also by differences in the rewards associated with increases in men’s versus 

women’s human capital.  The wisdom of this observation has recently been affirmed in an 

analysis of hiring (as opposed to wage) discrimination against African-Americans, which 

found that educational credentials are heavily discounted for blacks, and that this explains a 

portion of their lower interview call-back rate by employers who, in a randomized 

experiment, were sent fabricated resumes that differed only in the “whiteness” of the 

applicants’ names (Mullainathan and Bertrand, 2004). 

 

 To implement the decomposition one runs separate regression equations, by group, of 

log wages (W) against a chosen set of predictors (X).  These yield parameter estimates β
1
 for 

group 1 and β
2
 for group 2.  Note that these parameters include the intercepts for each 

equation, and thus subsume the group indicator variable that one would otherwise employ in 

a pooled analysis.  The difference in mean log wages can then be written: 

[1]   ∑∑ −+−=−
j

jjj
j

jjj XXXWW )()( 21221121 βββ  

where j ranges over the elements of X.  The first term sums the portion of the wage 

differential that can be attributed to differences between the groups in their values of X, while 

the second term captures the contribution of differences in the economic rewards to these 

attributes. 

 

 Both Neumark (1988) and Cotton (1988) note that the choice of the first group’s 

parameter vector as the one by which differences due to attributes (first term) are evaluated is 

arbitrary.  They argue that the relevant parameter vector is the hypothetical one that would 

obtain in a non-discriminatory environment, although they differ in how to estimate that.  We 

follow Cotton in using the simple weighted average of the group-specific parameter vectors 

as our reference point.  Our choice does not rest on an explicit model of labour market 

discrimination, but simply represents a plausible and transparent way to split the difference 

between the two choices of reference group.  We thus decompose the wage differential as 

follows: 
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where 21 )1( jjj βααββ −+= , and α  is just group 1’s share in the sample.   

 

 The first summation represents the explainable portion of the wage gap: it measures 

the effects of group differences in assets, evaluated using a price vector that is intermediate 

between the two group-specific sets of prices.  The term in set brackets captures the portion 

of the wage gap that is due to deviations of each group’s price vector from the average, 

evaluated at each group’s mean asset values.  In other words, it captures group differences in 

the rate of return to each asset, including group membership itself (the intercept). 
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 The results of such an exercise depend critically on the choice of variables for X.    

We first include a set of controls for human capital and demographics, namely, age, 

education, membership in the dominant ethnic or religious group, and marital status, as well 

as a proxy measure for the number of children each woman may have had to care for.
9
  This 

last variable is included in an attempt to address the problem of the mismeasurement of 

women’s work experience, due to time spent outside the paid workforce raising children.  It 

is set to zero for all men, on the assumption that men do not lose work experience in 

proportion to the number of children they have.  In the regressions for the rural/urban and 

farm/non-farm gap, we also include a gender dummy variable. 

 

 Next come a set of controls for public sector employment, main or secondary jobs, 

part-time status, occupation
10

, and industry (the latter being omitted in the agriculture 

equations).  The number of occupational controls was generally on the order of five 

categories, while the number of industries was usually ten; these are consistent with many 

other analyses of the gender wage gap (Grimshaw and Rubery, 2002).  Last, we include 

region dummies (their number being determined by each survey’s definition of regional 

boundaries) and an infrastructure index which measures the distance from the household to 

schools, medical facilities, roads, communication services, and other related services.  This 

serves as a measure of the difficulty of access to local labour markets, and to public services 

that help build and sustain human capital (see Winters et al. (2008) for details of its 

construction).11
  

 

 In the male/female comparison, the term in set brackets in equation 2 is often 

identified with the extent of gender discrimination in the labour market, but it may either over 

or understate the extent of this problem, depending on which covariates are included in the X 

matrix.  An overstatement of discrimination could arise if one cannot fully measure all 

dimensions of human capital, such as experience, job-specific skills, or any of a number of 

“soft skills” or personality traits that have been shown to be important in many occupations.  

As already noted, women’s work experience is often poorly measured because most surveys 

do not undertake a full lifetime accounting of time in and out of the labour market. 

 

 On the other hand, societal discrimination against women can easily be understated 

by this method.  In particular, the inclusion of occupational control variables will cause us to 

miss the possible effects of involuntary or custom-driven occupational segregation; thus, by 

including the occupational controls we err on the side of understating labour market 

discrimination against women.  Yet to exclude occupational controls is also problematic, to 

the extent that group wages differ because of freely-determined choices of occupation.  The 

same goes for such crucial variables as the level of schooling: to exclude it is obviously 

problematic, yet to include it is to ignore the effects of discrimination in the provision of 

education, or in the setting of girls’ aspirations.  While these are arguably not problems in the 

labour market per se, they are clearly of interest in assessing women’s economic status. 

 

 Finally, sample selection bias may prevent our estimates of the determinants of 

observed wages from coinciding with the true determinants of wages offered to men versus 

women, and this matters for understanding discrimination.  Many race and gender analyses 

attempt to correct for selection bias using Heckman’s (1979) approach.  However, as many 

have noted, Heckman’s model depends strongly on the assumptions of homoskedasticity and 

normality, and on the validity of omitting the participation-predicting variables (instruments) 
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from the wage equation.  Deaton (1997) argues that the canonical example, that of Gronau 

(1974), in which the number of children a woman has is used to predict her labour market 

participation, is a successful application of the technique, but that such successes may be the 

exception rather than the rule.  Indeed, even in this case the validity of the model can be 

challenged: if work experience is poorly measured, and is reduced by time spent raising 

children, then the number of children belongs in the wage equation as a proxy for lost 

experience, in which case it cannot serve to identify the participation propensity.  Moreover, 

when Heckman’s model is used with no additional instruments, the identification of selection 

bias rests entirely on the choice of functional form, which is not an adequate foundation, and 

may easily lead to results that are more biased than the uncorrected ones.  

  

 Given these problems, we do not attempt selection-corrections for our gender results, 

although we readily admit they should matter in principle in this case.  Nor, given the 

problems of defining the optimal set of control variables, do we claim that the unexplained 

wage gap (due to prices, or coefficients) is a pure measure of wage discrimination per se.  

Still, we consider the unexplained gaps to be useful if imperfect summary measures of gender 

bias, more useful in cross-country comparison than in isolation.  Similarly, the unexplained 

rural/urban and farm/non-farm wage gaps are offered as summary measures of the market 

imperfections that allow wages to differ across space and economic sector, and which thereby 

create incentives for labour mobility. 

 

 The nature of the explained portion of each wage gap also has policy implications.  In 

the realm of education, for example, they tell us how much of the observed wage differential 

can be attributed to differences in the levels of schooling held by members of each group: if 

these schooling gaps are large and consequential then the usual array of policies to encourage 

educational attainment for the disadvantaged group are called for.  As we shall see, on 

average for our 14 countries, educational gaps explain virtually none of the difference 

between men’s and women’s mean log wages, implying that the “more schooling” 

prescription is not likely to be effective in reducing gender pay disparities.  Differences in the 

level of education play a somewhat larger role in explaining the rural/urban and farm/non-

farm wage gaps, but not as much as one might expect. 

 

 By contrast, if the rewards to education differ across groups, the interpretation is 

somewhat more tricky: on the one hand, differential rewards may reflect discriminatory 

behaviour on the part of employers (as when women’s educational qualifications are not 

rewarded at the same rate as men’s); or they may reflect technology-driven differences in the 

relation between education and productivity (as in farm versus non-farm labour); or they may 

reflect unmeasured differences in the quality or type of education (as in urban versus rural 

quality differences, or differences in the prevalence of vocational versus general education 

between groups).  This latter example serves to remind us, again, that observed urban wages 

may not in fact be the proper counterfactual wage that a migrant could expect to receive.  

Still, we argue that a migrant with a high school education, when looking at the wages of 

urban high school graduates in making her migration decision, would probably not mentally 

adjust these for differences in the quality of education between rural and urban schools.  
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4. Results 

 

Table 1 displays the differences in mean log daily wages between urban workers, rural 

workers in the non-farm sector, and rural farm workers.  We see that urban workers earn an 

average of 21 percent (or 21 log points) more than rural non-farm workers across the 14-

country sample.  The largest gap is found in Malawi (at 58 log points) and in one country, 

Nigeria, the urban premium is negative, but insignificantly so.  Differences between farm and 

non-farm wages averaged 35 percent, but were not always in the expected direction.  In 

Albania, Bulgaria and Vietnam, farm labourers earned significantly more per day (with p-

values less than two percent in all three cases).  Note however that when hourly wages were 

analyzed (results not shown in table), the difference in Vietnam became negligible, at 0.01, 

while the difference in Albania remained large and negative.  (Hourly wages could not be 

computed for Bulgaria.)  Despite these exceptions, on average, both hourly and daily wages 

favour the non-farm workers by significant margin.  Taken together, the average gap between 

urban workers and rural farm workers is on the order of 56 percent (log points).  It was 

highest, on average in Latin America (62 to 87 log points) and Sub-Saharan Africa (59 to 111 

log points); results for Eastern Europe and Central Asia were quite heterogeneous across 

countries (-58 to 121 log points).  With very few exceptions, these wage gaps are quite 

similar in size to those computed using hourly wages, for the subset of nine countries for 

which the comparison is feasible (see Appendix, Table A2).  All of the conclusions that 

follow are qualitatively and quantitatively similar in the hourly wage data, unless otherwise 

noted.  

 

 The urban/rural Oaxaca decomposition results (now counting farm and non-farm jobs 

together) are reported in Table 2.  The raw wage gap averaged 41 percent in favour of the 

urban areas; results for the four Latin American countries were similar, and on the higher end 

of the spectrum (42 to 57 log points), while for Asia the gap was between 28 and 40 percent.  

The other two regions were quite heterogeneous, with large numbers for Malawi (102) and 

Tajikistan (96), and low numbers for Nigeria (16), Bulgaria (10), and Albania (-5).   

 

 On average across the 14 countries, 24 of the 41 percentage points that separate urban 

and rural average wages could be attributed to differences in the assets or attributes listed 

above (see column labelled “Total Due to Assets.”)  Not surprisingly, urban/rural education 

differences loomed as the largest single explanatory factor (accounting for 9 percentage 

points), with differences in occupation (6 points) and industry (5) following close behind.  

Taken together these three factors thus explain 20 of the 24 percentage points we were able to 

attribute to asset differences for the sample as a whole. 

 

 The next panel shows that, on average, 17 percentage points of the wage gap were 

attributed to urban/rural differences in “prices,” or the estimated regression coefficients from 

the wage equations (see column labelled “Total Due to Prices.”)  This “unexplained” gap was 

highest in Tajikistan (46 points) and Malawi (49 points).  As argued above, this implies that 

the incentives for rural-to-urban migration should be quite strong in these two countries, and 

that migrants would tolerate considerable levels of urban unemployment.  A crucial caveat, 

however, is that our wage rates are not adjusted for local differences in the cost of living; but 

neither are they adjusted for hedonic differences in the quality of life in urban versus rural 

areas.   
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 Four countries stand out as having exceptionally low unexplained urban/rural wage 

gaps: these are Guatemala (2 percent), Albania (4 percent), Nepal (4 percent), and Nicaragua 

(7 percent).  Note that in three of these cases (all but Albania) the raw (unadjusted) 

urban/rural wage gap is not especially low, ranging between 28 and 51 points.  Instead, the 

small unexplained gap arises because we are able to explain away most of the observed wage 

gap.  The final column echoes this fact: it reports the percentage share of the wage gap that 

remains unexplained, which is low for these three countries (between 4 and 17 percent of the 

total) compared to the sample as a whole (40 percent share unexplained)
12

.  In other words, 

asset differences are the primary reason for the urban/rural wage gap in these three countries.  

If migrants perceive this fact correctly, then they should not expect large wage increases were 

they to obtain an urban job, and hence may be less likely to end up unemployed in the urban 

areas.  In Albania, both the raw and the unexplained wage gaps are low, or negative, which 

likewise suggests that rural dwellers have little if any incentive to migrate. 

 

 Differences in the returns to education, evaluated at each group’s mean level of 

schooling, do not systematically favour one group over the other, although they do make a 

large negative contribution to the wage gap (i.e. they favour rural workers) in Albania and 

Bulgaria, and a large positive contribution in Tajikistan (see column titled “Educ” under the 

heading “Due to Price Differences (“Unexplained”)).  By contrast, differences in the returns 

to age favour urban workers in all but two cases, and, on average, generate a 28 percent wage 

advantage for city-dwellers, with especially high results for Sub-Saharan Africa.
13

  Figure 1 

illustrates the case of Vietnam, which is representative of the sample average.   To interpret 

this graph, recall that these predicted (log) wages are based solely on the effects of age – they 

do not represent the gap in pay between the average urban or rural worker, but only the way 

that gap evolves with age, all else being equal.  We see that urban workers experience faster 

wage growth, such that by about age 30 they are 28 percent ahead of rural workers, by virtue 

of greater returns to age alone.  This may occur for various reasons: pay for urban jobs may 

be more often governed by conventions that reward job tenure and experience; opportunities 

to advance from lower to higher paying occupations (within our fairly broad occupational 

categories) may be greater in the cities than in the countryside; and experience may actually 

have a more direct effect on productivity in the urban than in the rural sector.  But it is also a 

finding that emerges in relation to the other group differences we study, and, indeed, in many 

other contexts: higher paid groups generally display steeper age-wage profiles. 

 

 Table 3 presents the result for the comparison of paid employment in the farm and 

non-farm sectors.  The raw wage gap was 35 percent on average, and was again significantly 

influenced by differences in education, and occupation, as well as public sector employment.  

The latter makes sense, given that the public sector jobs often pay more in developing 

countries and are rarely agricultural (the formerly communist countries being the exception to 

this rule).   Infrastructure effects were generally positive, particularly in Panama, Indonesia, 

and Sub-Saharan Africa, meaning that those in non-farm employment benefited from their 

proximity to markets and services; this supports the conclusions of Winters et al. (2008) who 

note the positive role of infrastructure development in stimulating higher paid employment. 

 

 Taken together, asset differences explain roughly half of the observed wage gap, 

leaving the other half unexplained.  Within this unexplained category, age-profile-effects 

again loom very large: non-farm workers benefit from steeper age-wage profiles in 12 of the 
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14 countries.  Surprisingly, there is no systematic effect of differences in the returns to 

education, despite the fact that returns to education in agriculture are often presumed to be 

low.  This finding, however, requires careful interpretation: first, these regressions do not 

estimate the full benefits, private or social, of education; and second, in the majority of 

countries of the world, the returns to schooling are greatest at the lowest levels of schooling 

(Psacharopoulos, 2006).  Thus they may be higher for poorly educated farm workers than for 

better educated non-farm workers, even if the relation between education and productivity at 

any given level of schooling is stronger in the non-farm sector. 

 

 Countries that displayed an unexplained rural non-agricultural wage premium of more 

than 30 percent included Tajikistan (53), Ecuador (44), Nepal (36), Nicaragua (32), Nigeria 

(30); these would then appear to be the countries for which a shift of existing workers, with 

their current attributes, from the farm to the non-farm sector would have the largest impact.  

As before, the formerly communist countries of Albania and Bulgaria are the exceptions in 

the other direction: rural wages are higher in the paid farm sector, both in raw and adjusted 

terms.   

 

 Tables 4 and 5 report the results of the decompositions by gender for rural and for 

urban areas.  The average gender gap in daily wages across the 14 countries was on the order 

of 25 percent in favour of men, in both the cities and the countryside.  In just one case, rural 

Panama, were observed wages higher for women than men (by 11 percent) while in countries 

such as Indonesia, Ecuador, Ghana, Albania and Tajikistan the male-female gap was as large 

as 38 to 60 log points.  There was no clear regional pattern to the size of the raw wage 

difference, yet there is a clear regional difference in the breakdown between its explained and 

unexplained components.  In most countries outside of Latin America, at least some portion 

of the male wage advantage can be explained by their education, age, industry, and so forth.  

In Latin America, by contrast, women’s attributes are superior to men’s in all comparisons 

except rural Ecuador: if these attributes were rewarded equally, women would earn more than 

men, but in fact they earn less, a situation which may be termed “hyper discrimination” and 

which is reflected by an unexplained share that exceeds 100 percent. 

 

 Driven in part by these extreme figures for Latin America, the average unexplained 

share of the wage gap was also very high, at roughly 90 percent, for both rural and urban 

areas, meaning that our cross-country average estimate of gender bias is about 22 percent.  

And while assets have virtually no explanatory power, on average, differences in the returns 

to age again appear significant, at least in the rural areas: they favour men in 10 of the 14 

countries, whereas in urban areas they favour men by a smaller margin and in fewer 

countries.  Part of the reason for the gender difference in age profiles may be that women 

who raise children typically accumulate fewer years of labour market experience per year of 

age, unless policies (or spouses) are in place that permit women with young children to 

maintain their employment status.  Although we do control for the estimated number of 

children, this control is imperfect, and unmeasured differences in work experience doubtless 

remain.  Figure 2 illustrates the age effect for rural Nepal, where the gap between male and 

female wages due to their differing age profiles was near the rural sample average, at 18 

percent.   Note that women’s wages peak at age 38, while men’s rise until age 56, holding all 

other factors equal.   

 

 Figure 3 illustrates the relation, or lack thereof, between the unexplained wage gap 
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and the level of development, as measured by purchasing power parity estimates of per capita 

real income, in 67 different countries observed between 1980 and 2005, for a total of 121 

observations.
14

  For comparability with other published results we chose to use only the urban 

RIGA data, and, where possible, to base the estimates on hourly wages rather than day 

wages.  The scatter plot reveals a wide range of estimates of gender bias (with just two cases 

of “reverse discrimination”) but no relation whatsoever to the level of income: the average 

unexplained male premium is around 25 percent at all levels of development, consistent with 

the results from our 14 countries. 

 

 This finding also holds true when one includes controls for the year of the survey, 

whether as dummies for each year or as a linear time trend.  In the latter case, however, the 

time trend is significant (p=0.05, based on robust standard errors, clustered on country), 

implying that gender wage bias is falling at a rate of about 4 percentage points per decade, as 

illustrated in Figure 4.  However, it is important to note that all of the most recent estimates 

come from our own analysis, and that without these additional RIGA estimates no time trend 

is evident.  While we have used standard techniques, there are various different ways to 

define the Oaxaca decomposition, and not all prior published estimates make exactly the 

same choices we did.  Further work is required to determine whether this time trend is 

spurious of real.  Either way, however, the implication would seem to be that gender bias in 

wage-setting does not fall automatically as countries grow; but it may respond to secular 

changes in social relations. 

 

 

5. Conclusions 

 

Raising rural incomes requires investment – by the state (in schools, health facilities and 

transport and communications infrastructure), by workers (in their health and education) and, 

of course, by employers.  The required investments are widely understood to respond in part 

to differences in labour costs.  While more detailed country-, region-, and industry-specific 

studies are needed to analyze the barriers to investment in each case, and to identify viable 

investment opportunities, the results presented here provide some initial guidance.  We argue 

that the “unexplained” pay gaps that emerge from the standard Oaxaca-Blinder 

decomposition technique are more informative than are simple comparisons of urban versus 

rural wages, or farm versus non-farm wages.  From the labour supply point of view, they 

provide estimates of what the average worker might perceive her earnings possibilities to be, 

and hence measure the incentives to seek work in other areas or economic sectors.  They may 

thus explain why rural-to-urban migration persists in some countries despite high levels of 

urban unemployment.  From the labour demand side, they tell us how much lower wages 

might be for similar workers in rural versus urban areas, or the extent to which employers 

might be able to draw lower-wage labour away from farming were they to invest in non-farm 

activities outside of the cities. 

 

 Our results also shed light on the relative importance of location, sector and gender in 

generating wage inequality.  While the average unadjusted wage differentials across the 

rural/urban divide and between farm and non-farm employment are larger than between men 

and women (35 to 40 percent, versus 25 percent), they are also more readily explained by 

differences in human capital, and job characteristics.  As a result, the average unexplained 

wage gaps are actually somewhat larger for gender (22 to 23 percent) than for the urban/rural 
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or farm/non-farm dimensions (16 to 17 percent).  While these estimates are far from perfect 

measures of employer discrimination, they are clearly related to the broader issue of gender 

bias in society, which is shown to be as important for wages as is the difference between 

farming and non-farm activity, or between the cities and the towns.  Moreover, while the 

geographic and sectoral wage gaps should respond to changes in the level of human capital, 

and in the location of non-farm employment opportunities, in other words, to economic 

development, there seems to be no evidence that the gender wage premium responds to 

economic growth per se.  Raising the incomes of rural women requires dealing not just with 

the lack of rural non-farm employment, but with gender bias itself.    
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Notes 

1
 The 14 countries and their survey years are: Bangladesh (2000), Indonesia (2000), Nepal (2003), Vietnam 

(1998); Ecuador (1995), Guatemala (2000), Panama (2003), Nicaragua (2001); Ghana (1998), Malawi (2004), 

Nigeria (2004); Albania (2005), Bulgaria (2001), and Tajikistan (2003).  The surveys and their sample sizes are 

listed in Appendix Table A1. 
2
 Although the Oaxaca-Blinder decomposition is predominantly employed in the study of race and gender 

discrimination, we are not the first to apply it to the study of the urban-rural divide.  For example, Sicular, et al. 

(2007) use the method to show that rural location per se is the most important source of rural-urban income gaps 

in China, followed by education, while factors such as family size, landholdings, and Communist party 

membership are relatively unimportant.  Unexplained rural-urban wage gaps are also documented for Brazil 

(Loureiro and Carneiro, 2001), while Gabe, Colby, and Bell (2007, p. 1) use the Oaxaca method to demonstrate 

that: “Differences in the proportions of creative workers [which they identify with ‘technology-based segments 

of the super-creative core such as computer and mathematical, architecture and engineering, and scientific 

occupations’] between metropolitan and non-metropolitan counties contribute 11.5 percent to the U.S. rural-

urban wage gap.”  The study most similar to our own is perhaps that of Agesa and Agesa (1999), who use the 

Oaxaca approach to estimate the incentives to migrate in Kenya.  However, they find it important to control for 

selection bias due to differences in both migration and employment probabilities, which we argue is not needed.  

This is not to say that such adjustments are not needed in other contexts: for example, if one wishes to estimate 

differences in wage offers as opposed to observed wages, in order to measure race or gender discrimination, 

then Heckman-selection-corrected Oaxaca decompositions, such as implemented by Reimers (1983), for 

example, are appropriate in principle, if often difficult to implement in empirically convincing fashion, as 

discussed below.   
3
 Note that this analysis excludes rural own-account farming, for reasons explained below.  

4
 As an example, consider the work of Lewis, already cited, or that of Lipton, who, in arguing for his urban bias 

hypothesis, used the ratio of income per person in the non-agricultural and agricultural sectors as his basic 

measure of the rural/urban disparity, while noting that this might slightly overstate the gap (1977; 1984, p. 140). 
5
 All of our wage data are in natural logarithms, and when we speak of percentage differences we are actually 

referring to log point differences.  Differences of 40 log points or less are reasonably close approximations of 

standard arithmetic percentage differences: a 40 log point gap between men and women implies that the 

geometric mean wage for men is 49 percent higher than for women, or that women earn 33 percent less than 

men.  The advantage of the log point construction is that it splits the difference between these two values, 

eliminating the need to specify in which direction the percentage change was calculated.  At higher values, 

however, the approximation can be misleading, and we will refer to these larger values as “log point 

differences” to remind the reader of this fact. 
6
 Our review of the literature found no prior Oaxaca estimates for Albania, Bangladesh, Ghana, Malawi, Nepal, 

Nigeria, Tajikistan, or Vietnam.  
7
 The updated countries are Bulgaria (2001), Ecuador (1995), Guatemala (2000), Indonesia (2000), Nicaragua 

(2001), and Panama (2003).   
8
 Two of the surveys incorporated in this analysis are not from the LSMS collection: these are for Indonesia 

(undertaken by the Rand Corporation) and Bangladesh (undertaken by the Bangladesh Bureau of Statistics).  
9
 The number of children a woman has actually borne and raised is not generally known in these surveys.  As a 

proxy, we counted the number of household members in the generations younger than the woman in question. 
10

 Occupational categories are based on the ILO’s International Standard Classifications of Occupations (ISCO), 

and were aggregated into the following ten major groups: (1) Legislators, Senior Officials, and Managers; (2) 

Professionals; (3) Technicians and Associate Professionals; (4) Clerks; (5) Service Workers and Shop and 

Market Sales Workers; (6) Skilled Agricultural and Fishery Workers; (7) Craft and Related Trade Workers; (8) 

Plant and Machine Operators and Assemblers; (9) Elementary Occupations; (10) Armed Forces Occupations; 

and (11) Other/Unknown.  In practice, it should be noted that jobs in each group are not always found in all the 

surveys. 
11

 The infrastructure index is omitted from the urban-rural comparison, and from the male-female comparison in 

urban areas, as it is only defined for rural households. 
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12
 The figure 0.40 represents the simple average of the unexplained shares for each country.  Below it appears an 

alternative estimate. which weights countries with larger wage gaps more heavily.  This is just equal to the 

average of the “Total Due to Prices” column divided by the average of the “Log Wage Gap” column. 
13

 Note that the contributions of differences in prices cannot be assessed for variables that are entered as sets of 

indicators, such as occupation, industry, and region.  This is because the results depend on the arbitrary choice 

of the omitted reference category.  However, the overall “unexplained” effect is invariant to these choices.   
14

 The list of studies used in this estimation are available from the authors upon request, and will be documented 

in forthcoming work, now in progress. 
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